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บทคัดย่อ 

  
รายงานจุดบกพร่องเป็นข้อมูลที่ส าคัญส าหรับการปรับปรุงคุณภาพของซอฟต์แวร์  ใน

การรวบรวมรายงานจุดบกพร่องจ านวนมากจากผู้ใช้งานทั่วโลก ระบบติดตามจุดบกพร่องจึงได้ถูก
พัฒนาและน าเสนอข้ึนมา ซึ่งระบบดังกล่าวจะช่วยให้ผู้ใช้งานสามารถรายงาน อธิบาย ติดตาม จ าแนก 
และแสดงความคิดเห็นเกี่ยวกับจุดบกพร่องที่พบในซอฟต์แวร์ได้ แต่อย่างไรก็กระบวนการในระบบ
ติดตามรายงานจุดบกพร่องยังคงด าเนินการโดยมนุษย์ในการคัดแยกรายงาน  ท าให้งานในส่วนนี้
กลายเป็นงานที่ใช้เวลานานและแรงงานจ านวนมากในการวิเคราะห์รายงานจุดบกพร่อง  ดังนั้นในงาน
งานวิจัยฉบับนี้จึงมุ่งเน้นในการศึกษาที่เกี่ยวข้องกับรายงานจุดบกพร่อง โดยหนึ่งในปัญหาที่พบมากใน
การศึกษาที่เกี่ยวกับรายงานจุดบกพร่องคือ  การจ าแนกรายงานจุดบกพร่องออกเป็นรายงาน
จุดบกพร่องที่แท้จริงและรายงานที่ไม่ใช่รายงานจุดบกพร่อง ซึ่งการวิจัยนี้ได้น าเสนอแนวทางใหม่ใน
การจ าแนกรายงานจุดบกพร่องแบบอัตโนมัติที่เรียกว่า “การจ าแนกรายงานจุดบกพร่องโดยใช้ขั้วค า 
(Polarity-based bug report classification)” ส าหรับเครื่องมือหลักที่ใช้ในกระบวนการที่น าเสนอ
นี้คือเทคนิคการประมวลผลทางภาษาธรรมชาติ  (Natural Language processing techniques) 
นอกจากนี้ยังได้ศึกษาเทคนิคการให้ค าน้ าหนักค าและอัลกอริทึมการเรียนรู้ของเครื่องที่หลากหลาย 
เพ่ือให้ได้แนวทางที่เหมาะสมที่สุดในการวิจัยนี้ ซึ่งเทคนิคการให้ค าน้ าหนักค าที่ศึกษาในงานวิจัยนี้
ประกอบด้วย tf, tf-idf, BM25, and MATF (Multi Aspect tf) ในขณะที่อัลกอริทึมการเรียนรู้แบบมี
ผู้ สอนที่ ใช้  ได้ แก่  นาอีฟเบย์  (Naïve Bayes), ซัพพอร์ต เวกเตอร์ แมชชีน  (Support Vector 
Machines), การถดถอยโลจิสติก (Logistic Regression) และแรนดอมฟอเรส (Random Forest) 
ภายหลังจากการทดสอบด้วยค่าความระลึก (Recall), ค่าความแม่นย า (Precision) และค่าเอฟ (F-
measure) ปรากฏว่าให้ผลลัพธืที่ยอมรับได้เมื่อเปรียบเทียบกับงานวิจัยที่ผ่านมา  และในการใช้ชุด
ข้อมูลของ Herzig พบว่าการให้น้ าหนักค าที่มีความเหมาะสมที่สุดคือ MATF และอัลกอริทึมการ
เรียนรู้ของเครื่องแบบมีผู้สอนที่เหมาะสมที่สุดคืออัลกอริทึมการถดถอยโลจิสติก 
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ABSTRACT 

  
Bug reports become the significant information for improving software 

quality. To collect the large bug reports from users around the world, many bug 
tracking systems (BTS) have been developed and proposed. These systems allow users 
to report, describe, track, classify, and comment on their bug reports. Unfortunately, 
various tasks on the BTS are still performed by bug triagers manually. It becomes a 
time consuming and labour intensive for bug report analysis. Therefore, many works 
focus on studying related to bug reports. One of the most common issues of bug 
report studies is to classify bug reports into real-bug and non-bug report. This study 
also presents a novel method of automatic bug report classification, called the 
polarity-based bug report classification. The proposed method is driven on the Natural 
Language processing techniques. We also study various weighting schemes and 
supervised machine learning algorithms to obtain the most appropriate solution for 
the proposed study. The weighting schemes studied in this work are tf, tf-idf, BM25, 
and MATF (Multi Aspect tf), while supervised machine learning algorithms are Naïve 
Bayes, Support Vector Machines, Logistic Regression, and Random Forest. After testing 
via recall, precision, and F-measure, the results can be accepted after comparing to 
the previous researches.  By using Herzig’s dataset, the most appropriate weighting 
scheme is the MATF, whereas the most appropriate supervised machine learning 
algorithm is the Logistic Regression. 
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Keyword : Bug reports, non-bug reports, Bug triagers, Bug Tracking Systems, Natural 
Language Processing, Machine learning algorithms, Naïve bayes, Support Vector 
Machines, Logistic Regression, Random Forest 
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บทที่ 1 
บทน ำ 

1.1 หลักกำรและเหตุผล 

จุดบกพร่องของซอฟต์แวร์ (Software Bug) [1, 2] หมายถึง ข้อผิดพลาด ข้อบกพร่อง หรือ
ความผิดปกติของซอฟต์แวร์ในคอมพิวเตอร์ หรือระบบที่ก่อให้เกิดผลลัพธ์ หรือพฤติกรรมที่ไม่คาดคิด 
หรือการท างานที่ไม่ราบรื่น ซึ่งเป็นเรื่องปกติที่อาจจะพบ จุดบกพร่องในซอฟต์แวร์ได้ เพ่ือที่จะแก้ไข
จุดบกพร่องของซอฟต์แวร์ที่พบ จึงต้องมีการรายงานจุดบกพร่องที่พบให้กับผู้พัฒนาซอฟต์แวร์ได้ท า
การแก้ไขปรับปรุงซอฟต์แวร์ โดยในองค์กรขนาดเล็กที่มีการพัฒนาซอฟต์แวร์ไว้ในในองค์กร การ
รายงานจุดบกพร่องที่พบในซอฟต์แวร์สามารถรายงานให้ทางผู้พัฒนาซอฟต์แวร์ได้ท าการแก้ไข
ปรับปรุงได้โดยตรง แต่ในองค์กรขนาดใหญ่ หรือโอเพ่นซอร์สที่มีผู้ใช้งานอยู่ทั่วโลกพบว่าผู้ใช้งานไม่
สามารถรายงานจุดบกพร่องที่พบในซอฟต์แวร์ให้กับทางผู้พัฒนาได้โดยตรง เพ่ือแก้ไขปัญหาดังกล่าว
จึงมีการพัฒนาระบบติดตามจุดบกพร่องของซอฟต์แวร์ (  Bug Tracking System) [1, 3, 4] ซึ่ง
ช่องทางให้ผู้ใช้งานซอฟต์แวร์สามารถรายงานจุดบกพร่องที่พบให้กับทางผู้พัฒนาได้ท าการแก้ไข
ปรับปรุง 

ระบบติดตามจุดบกพร่อง เป็นระบบที่มีหน้าที่จัดการรายงานจุดบกพร่องของซอฟต์แวร์
ผ่านทางเว็บไซต์ที่ผู้พัฒนาซอฟต์แวร์ได้จัดเตรียมไว้ หรือระบบติดตามจุดบกพร่องจากผู้ให้บริการ 
อาทิ Bugzilla [5] Jira [6] GNATS [7] Perforce [8] เป็นต้น โดยระบบติดตามจุดบกพร่องได้รับการ
ออกแบบให้ผู้ใช้งานซอฟต์แวร์ หรือผู้พัฒนาซอฟต์แวร์สามารถรายงานจุดบกพร่องที่พบในซอฟต์แวร์
เข้าสู่ระบบติดตามจุดบกพร่องได้จากทั่วโลก [3, 9] และระบบติดจามจุดบกพร่องจะท าการรวบรวม
รายงานจุดบกพร่องที่ได้รายงานเข้ามาไว้ในคลังส าหรับจัดเก็บจุดบกพร่องซอฟต์แวร์ (Software Bug 
Repository) [1, 3, 4] ซึ่งเป็นหัวใจส าคัญของระบบติดตามจุดบกพร่อง เนื่องจากเป็นแหล่งที่ความรู้
ที่ส าคัญที่จะน าไปใช้ในการปรับปรุง และพัฒนาซอฟต์แวร์ [1, 2, 10, 11]  

ภายหลังจากที่มีการรายงานจุดบกพร่องที่พบเข้าสู่คลังจัดเก็บรายงานจุดบกพร่องของ
ซอฟต์แวร์แล้ว จะเข้าสู่กระบวนการการแก้ไขปรับปรุงจุดบกของซอฟต์แวร์ จะเป็นการด าเนินการโดย
ผู้ที่มีส่วนเกี่ยวข้องในแต่ละส่วนของซอฟต์แวร์ เป็นผู้ด าเนินการเอง โดยเริ่มตั้งแต่การคัดกรองซ้ าซ้อน
รายงานจุดบกพร่อง การมอบหมายรายงานแก่ผู้พัฒนาซอฟต์แวร์ที่มีความเหมาะสมกับจุดบกพร่องที่
พบ และอ่ืน ๆ ซึ่งล้วนเป็นการท างานโดยมนุษย์ จากการศึกษาพบว่าเมื่อมีการรายงานจุดบกพร่อง
ซอฟตแ์วร์ของบริษัท Mozilla เข้าสู่ระบบจะใช้เวลาเฉลี่ย 26.1 วัน ในการคัดกรองความซ้ าซ้อน และ
ใช้เวลาเฉลี่ย 161.1 วัน ในการมอบหมายรายงานจุดบกพร่องแก่ผู้พัฒนาซอฟต์แวร์ [12]  
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จากการศึกษาพบว่ามีรายงานจุดบกพร่องที่พบในซอฟต์แวร์เข้าสู่ระบบจ านวนมาก โดยมี
การรายงานจุดบกพร่องที่พบในซอฟต์แวร์ของบริษัท Mozilla จ านวนมากกว่า 350 รายงานต่อวัน 
แต่ในการคัดแยกรายงานจุดบอกพร่องของซอฟต์แวร์สามารถท าได้เพียง 300 รายงานต่อวัน ซึ่งใน
ปัจจุบันพบว่ามีรายงานจุดบกพร่องภายในคลังรายงานจุดบกพร่องบริษัท Mozilla มีจ านวนมากกว่า 
1,297,391 รายงาน อีกทั้งในการคัดแยกรายงานจุดบกพร่องของซอฟต์แวร์ต้องใช้ผู้ เชี่ยวชาญที่มี
ประสบการณ์มากกว่า 10 ปี [13, 14] และยังพบอีกว่ามีหนึ่งในสามของรายงานจุดบกพร่องที่มีการ
รายงานเข้าสู่ระบบไม่ใช่จุดบกพร่องของซอฟต์แวร์จริง [15] ซึ่งส่งผลให้การบ ารุงรักษาซอฟต์แวร์ 
(Software Maintenance) มีใช้เวลานาน และค่าใชจ่ายที่สูง 

จากเหตุผลข้างต้น งานวิจัยฉบับนี้จึงน าเสนอการจ าแนกรายงานที่เป็นจุดบกพร่อง
ซอฟต์แวร์ และไม่ใช่จุดบกพร่องของซอฟต์แวร์แบบอัตโนมัติ เพ่ือเป็นเครื่องมือที่ช่วยในการวิเคราะห์
รายงานจุดบกพร่องในคลังจัดรายงานจุดบกพร่องที่ต้องแก้ไปรับปรุง เพ่ือลดเวลา และค่าใช้จ่ายใน
การบ ารุงรักษาซอฟต์แวร์  

1.2 วัตถุประสงค์ของกำรวิจัย 

น าเสนอการวิจัยเพ่ือพัฒนากระบวนการในการจ าแนกรายงานจุดบกพร่องแบบอัตโนมัติ
แบบ 2 กลุ่มคือ Bug Report และ Non-bug Report บนพ้ืนฐานของการเรียนรู้แบบมีผู้สอน 
(Supervised Learning) 

1.2 วัตถุประสงค์ของกำรวิจัย 

ได้กระบวนการในการจ าแนกรายงานจุดบกพร่องของซอฟต์แวร์ที่มีประสิทธิภาพที่ดีขึ้น 

1.4 ขอบเขตของกำรวิจัย 

น าเสนอการระบุรายงานจุดบกพร่องที่แท้จริงแบบอัตโนมัติ ซึ่งเป็นกระบวนการคัดกรอง
รายงานจุดบกพร่องที่มีจัดเก็บอยู่ในคลังรายงานจุดบกพร่อง (Bug Report Repository) 

1. ชุดข้อมูลที่ใช้ในการศึกษา คือ รายงานจุดบกพร่องซอฟต์แวร์ของบริษัท Mozilla ใน
รูปแบบภาษาอังกฤษ ที่สามารถดาวน์โหลดได้จาก https://bugzilla.mozilla.org และชุดข้อมูล
รายงานจุดบกพร่องของ Herzig ซึ่ งสามารถเข้าถึงได้ที่  http://www.st.cs.uni-saarland.de/ 
softevo//bugclassify/ 

2. ชุดข้อมูลที่ใช้ในงานวิจัยนี้สามารถแบ่งตามการใช้งานได้เป็น 2 กลุ่ม คือ  
2.1 ชุดข้อมูลเพ่ือการสร้างคลังขั้วของค า (Polarity Corpus) ของค าที่แสดงความ

เป็นรายงานจุดบกพร่อง และรายงานที่ไม่ใช่จุดบกพร่อง โดยใช้ข้อมูลรายงานจุดบกพร่อง Core ของ 



 

 

  3 

Mozilla จ านวน 50,000 รายงาน โดยเป็นรายงานจุดบกพร่องจ านวน 25,000 รายงาน และรายงาน
จุดบกพร่องที่ไม่ใช่จุดบกพร่องจ านวน 25,000 รายงาน 

2.2 ชุดข้อมูลส าหรับการศึกษาการจ าแนกรายงานจุดบกพร่อง โดยทดสอบกับข้อมูล
สองชุดข้อมูล ได้แก่ ชุดข้อมูลรายงานจุดบกพร่อง Firefox ของ Mozilla จ านวน 50,000 รายงาน 
โดยเป็นรายงานจุดบกพร่องจ านวน 25,000 รายงาน และรายงานจุดบกพร่องที่ไม่ใช่จุดบกพร่อง
จ านวน 25,000 รายงาน และชุดข้อมูลรายงานจุดบกพร่องของ Herzig 

3. งานวิจัยนี้น าเสนอกระบวนการในการจ าแนกรายงานจุดบกพร่องแบบมีผู้สอน 
(Supervised Learning) ที่มี พ้ืนฐานจากเหมืองข้อความ (Text Mining) และการประมวลผล
ภาษาธรรมชาติ (Natural Language Processing) 

4. คุณลักษณะที่ใช้ในงานวิจัยฉบับนี้ จะท าการศึกษาทั้งแบบ Unigram  
5. ทดสอบการให้น้ าหนักคุณลักษณะจะท าการศึกษาใน 4 เทคนิค คือ TF, TF-IDF, BM25 

และ MATF  

1.5 นิยำมศัพท์เฉพำะ 

1. จุดบกพร่อง (Bug) คือ จุดบกพร่องที่พบในซอฟต์แวร์ 
2. รายงานจุดบกพร่อง (Bug report) คือ รายงานจุดบกพร่องที่พบในซอฟต์แวร์ที่ผู้ใช้ตรวจ

พบและมีการรายงานผลให้กับทีมพัฒนาได้ทราบผ่านเครือข่ายอินเตอร์เน็ต 
3. Bug Report และ Non-bug Report 

3.1 Bug Report เป็นรายงานจุดบกพร่องที่ผ่านการคัดกรองโดยผู้คัดกรอง
รายงานจุดบกพร่อง ซึ่งมีสถานะตามวงจรชีวิตของจุดบกพร่องเป็น New, Assigned, Resolved 
(Fixed), Resolved (Wontfix), Resolved (Workforme), Resolved (Duplicate), Verified, 
Closed และ Reopen 

3.2 Non-bug Report เป็นรายงานจุดบกพร่องที่ผ่านการคัดกรองโดยผู้คัดกรอง
รายงานจุดบกพร่อง ซึ่งมีสถานะตามวงจรชีวิตของจุดบกพร่องเป็น Resolved (Invalid) 

4. การสร้างเหมืองจุดบกพร่องของซอฟต์แวร์ (Software Bug Mining) เป็นการประยุกต์
เทคนิคด้านเหมืองข้อความและการประมวลผลภาษาธรรมชาติมาใช้ในการวิเคราะห์จุดบกพร่องของ
ซอฟต์แวร์จากรายงานจุดบกพร่อง 

5. ระบบติดตามจุดบกพร่อง (Bug Tracking System) คือ ระบบติดจุดบกพร่องของ
ซอฟต์แวร์ จากการรายงานจุดพร่องที่พบโดยผู้ใช้งานซอฟต์แวร์ และผู้พัฒนาซอฟต์แวร์ 

6. วงจรชีวิตของจุดบกพร่อง (Bug Life Cycle) คือ กระบวนการจัดการรายงานจุดบกพร่อง
ของซอฟต์แวร์ที่มีการรายงานเข้าสู่ระบบติดตามจุดบกพร่อง 
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7. ผู้ตรวจสอบรายงานจุดบกพร่อง (Bug Triager) คือ ผู้ที่มีหน้าที่คัดกรองรายงาน
จุดบกพร่องที่มีสถานะเป็น “Unconfirmed” ซึ่งเป็นสถานะแรกของรายงานจุดบกพร่องที่มีการ
รายงานเข้าสู่ระบบ 

8. การคัดแยกจุดบกพร่อง (Bug Triage) คือ การคัดกรองรายงานจุดบกพร่องที่มีสถานะ
เป็น “Unconfirmed” ซึ่งเป็นสถานะแรกของรายงานจุดบกพร่องที่มีการรายงานเข้าสู่ระบบติดตาม
จุดบกพร่องตามกระบวนการในวงจรชีวิตของจุดบกพร่อง ซึ่งได้รับโดยผู้คัดแยกที่รับผิดชอบในแต่ละ
ส่วนของซอฟต์แวร์ 

9. ผู้แก้ไขจุดบกพร่อง คือ ผู้พัฒนาซอฟต์แวร์ (Developer) ที่ได้ท าการแก้ไขปรับปรุง
ซอฟต์แวร์ตามรายงานจุดบกพร่องที่ได้รายงานเข้าในระบบติดตามจุดบกพร่อง 



 

 

  

บทที่ 2 
ทฤษฎีและงำนวิจัยที่เกี่ยวข้อง 

2.1 รายงานจุดบกพร่อง (Bug Report) 

จุดบกพร่องของซอฟต์แวร์ (Software Bug) [1, 2, 15-17] หมายถึง ข้อผิดพลาด ข้อบกพร่อง 
หรือความผิดปกติของซอฟต์แวร์ในคอมพิวเตอร์ หรือระบบที่ก่อให้เกิดผลลัพธ์ หรือพฤติกรรมที่ไม่
คาดคิด หรือการท างานที่ไม่ราบรื่น [1] ซึ่งเป็นเรื่องปกติที่ซอฟต์แวร์จะมีจุดบกพร่อง ดังนั้นในการ
พัฒนาซอฟต์แวร์จึงต้องมีบุคคลที่ต้องท าการตรวจสอบหาความผิดพลาดของซอฟต์แวร์ (Soft 
Tester) แต่ถึงกระนั้นก็ซอฟต์แวร์อาจจะยังมีจุดบกพร่อง ดังที่ค ากล่าวที่ว่า “As programmers can 
hardly write programs without any bugs” [15] หรือก็ คือ “ในฐานะที่เป็นโปรแกรมเมอร์เป็นไป
ไม่ได้ที่จะสามารถเขียนโปรแกรมได้โดยที่ไม่มีจุดบกพร่องใดๆ” เนื่องจากจุดบกพร่องอาจเกิดจาก
ความผิดพลาดจากการเขียนโปรแกรมเพียงเล็กน้อย แต่ผลจากความผิดพลาดเพียงเล็กน้อยอาจส่งผล
ให้ซอฟต์แวร์ไม่สามารถท างานได้ หรือซอฟต์แวร์สามารถท างานได้ผลลัทธ์ที่ต้องการ แต่มีการใช้
ทรัพยากร หรือเวลามากกว่าที่ควรจะเป็น ซึ่งจุดบกพร่องนั้นมักจะถูกพบโดยผู้ใช้งาน (End-user) ใน
การใช้งานจริง เพ่ือด าเนินการแก้ไขจุดบกพร่องดังกล่าวจึงต้องมีการรายงานการพบจุดบกพร่องนั้นแก่
ทางผู้พัฒนาได้ด าเนินการปรับปรุงซอฟต์แวร์นั้น ๆ 

รายงานจุดบกพร่องซอฟต์แวร์ (Software Bug Report) [18] คือ เอกสารทางซอฟต์แวร์ที่
อธิบายเกี่ยวกับจุดบกพร่องของซอฟต์แวร์นั้น ซึ่งถูกเขียนขึ้นโดยผู้พัฒนาซอฟต์แวร์ ผู้ทดสอบ
ซอฟต์แวร์ หรือผู้ใช้  เพื่อช่วยให้ทางผู้พัฒนาซอฟต์แวร์ได้ทราบข้อมลูเกี่ยวพฤติกรรม หรือการท างาน
ของซอฟต์แวร์ที่ผู้ทางพัฒนาซอฟต์แวร์นั้น ๆ พัฒนาขึ้น [15] โดยภายในรายงานจุดบกพร่องจะ
ประกอบรายละเอียดเกี่ยวกับจุดบกพร่อง อาทิเช่น หมายเลขของรายงานยจุดบกพร่อง ชื่อเรื่อง วัน
เวลาที่รายงาน ความรุนแรงหรือความส าคัญ เป็นต้น 

2.2 ระบบติดตามจุดบกพร่อง (Bug Tracking System) 

เนื่องด้วยซอฟต์แวร์ในปัจจุบันมีขนาดใหญ่ มีความซับซ้อนสูง และยังมุ่งเน้นด้านความ
ปลอดภัยมากขึ้น ส่งผลให้การตรวจจับจุดบกพร่องของซอฟต์แวร์ท าได้ยาก ทั้งใช้เวลานาน [4 , 19-
21] เพ่ือให้สามารถตรวจจับจุดบกพร่องของซอฟต์แวร์ และรวบรวมจุดบกพร่องจึงได้มีการพัฒนา
ระบบติดตามจุดบกพร่อง เพ่ือให้ผู้ใช้งานสามารถรายงานเกี่ยวจุดพร่องที่พบในซอฟต์แวร์ให้ทาง
ผู้พัฒนาทราบ  

ระบบติดตามจุดบกพร่อง หรือ ระบบติดตามความผิดปกติ (Defect Tracking System) เป็น
ระบบที่มีหน้าที่จัดการรายงานจุดบกพร่องของซอฟต์แวร์ผ่านเว็บไซต์ที่ผู้พัฒนาซอฟต์แวร์จัดเตรียมไว้ 
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หรือใช้ระบบติดตามจุดบกพร่องจากผู้ให้บริการเฉพาะ อาทิ Bugzilla [5] Jira [6]  GNATS [7] 
Perforce [8] ซึ่งถือว่าเป็นระบบที่มีความส าคัญอย่างมากในการพัฒนาซอฟต์แวร์ โดยได้รับการ
ออกแบบให้ผู้ใช้งาน หรือผู้พัฒนาซอฟต์แวร์สามารถรายงานจุดบกพร่องของซอฟต์แวร์เข้าสู่ระบบได้
จากทั่วโลก [9] และจัดเก็บรวบรวมไว้เป็นฐานข้อมูลในคลังส าหรับจัดเก็บจุดบกพร่องซอฟต์แวร์ 
(Software Bug Repository) ซึ่งเป็นหัวใจส าคัญของระบบติดตามจุดบกพร่อง เพราะถือเป็นแหล่งที่
ความรู้ที่ส าคัญที่จะน าไปใช้ในการปรับปรุง และพัฒนาซอฟต์แวร์ [1, 10, 11]  

ในปัจจุบันมีการรายงานจุดบกพร่องเข้าสู่ระบบจ านวนมาก จากงานวิจัยของ Anvik และ
คณะ [22] พบมีการรายงานจุดบกพร่องของ Mozilla มีมากกว่า 350 รายงานต่อวัน และในการคัด
แยกรายงานจุดบอกพร่องของซอฟต์แวร์สามารถท าได้เพียง 300 รายงานต่อวัน อีกทั้งในการคัดแยก
รายงานจุดบกพร่องของซอฟต์แวร์ต้องใช้ผู้เชี่ยวชาญที่มีประสบการ์มากกว่า 10 ปี ซึ่งในปี พ.ศ. 2560 
จากงานวิจัย Banerjee และคณะ [23] พบว่ารายงานจุดบกพร่องของ Mozilla มีจ านวนมากกว่า 1.1 
ล้านรายงาน และในปัจจุบันรายงานจุดบกพร่องของซอฟต์แวร์ Mozilla มีจ านวนมากกว่า 1,295,031 
รายงาน  

2.2.1 Bugzilla 
Bugzilla เป็นโอเพนซอร์ส (Open Source) [1, 5, 11, 24, 25] ที่ถูกพัฒนาใช้เป็นระบบ

ติดตามจุดบกพร่อง โดยมีวัตถุประสงค์เพ่ือใช้เป็นเครื่องมือเพ่ือให้บุคคล หรือกลุ่มของผู้ พัฒนา
ซอฟต์แวร์ใช้ในการติดตามปัญหาที่พบจากการรายงานจากการรายงานบุคคลที่ได้รับอนุญาต หรือ
ผู้พัฒนา และรวบรวมรายงานจุดบกพร่องที่ได้รับ เพ่ือน าไปใช้ในการปรับปรุงแก้ไขซอฟต์แวร์ที่พวก
เขาอย่างมีประสิทธิภาพ Bugzilla ได้รับการออกแบบให้มีลักษณะเป็นซอฟต์แวร์เครือข่ายที่ท างาน
ผ่านเว็บไซต์ ได้รับการพัฒนาขึ้นในราวปี พ.ศ.2541 โดย Terry Weissman โดยแรกเริ่ม Bugzilla 
ได้รับการพัฒนาด้วยภาษา Tool Command Language (TCL) ซึ่ง ภาษาสคริปต์ที่ต้องใช้ตัวแปร
ภาษา หรืออินเตอร์พรีเตอร์ในการท างาน และในปัจจุบันเปลี่ยนมาใช้ภาษา (Practical Extraction 
and Report Language: Perl)  

Bugzilla ได้รับความนิยมเป็นอย่างมาก เนื่องมาจากระบบติดตามจุดบกพร่องของ Bugzilla 
มีการเปิดให้ดาวน์โหลดไปใช้งานได้ฟรี [4, 11, 25] ซึ่งแต่ต่างจากระบบติดตามจุบบกพร่องอ่ืนที่มักจะ
มีค่าใช้จ่าย ถึงแม้ Bugzilla จะเป็นฟรีซอฟต์แวร์ แต่ก็ยังมีคุณสมบัติ และฟังก์ชันหลายอย่างที่
เหมือนกับระบบติดตามที่มีค่าใช้จ่าย ดังนั้น Bugzilla จึงเป็นที่นิยมและใช้การอย่างแพร่หลาย แม้แต่
ในองค์กรใหญ่ ๆ อย่าง NASA และ IBM [4] ซึ่งในปัจจุบันระบบติดตามจุดบกพร่องของ Bugzilla มี
บริษัท และองค์กรกว่า 137 แห่งอยู่ใช้งานระบบในรูปแบบเปิดภายข้อมูลต่อสาธารณะ (Public) อาทิ 
Mozilla, GNOME, Apache, LibreOffice, Eclipse และมีมากกว่า 1,370 โอเพนซอร์สที่ใช้งาน
ระบบของ Bugzilla ในรูปแบบที่ไม่ได้เปิดเผยข้อมูลแบบสาธารณะ (Private) [5]  
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2.2.2 วงจรชีวิตของรายงานจุดบกพร่อง (Bug Report Life Cycle) 
วงจรชีวิตของรายงานจุดบกพร่องของซอฟต์แวร์ เป็นขั้นตอน หรือกระบวนการการจัดการ

จุดบกพร่อง ซึ่งในแต่ละซอฟต์แวร์จะมีกระบวนการในการจัดการจุดบกพร่องที่พบในซอฟต์แวร์
แตกต่างกันออก โดยจะขึ้นอยู่กับความต้องการขององค์กร หรือความต้องการของผู้พัฒนาซอฟต์แวร์

นั้น ๆ ซึ่งส่วนใหญ่จะมีแบ่งขั้นตอนในการจัดการกระบวนการที่ส าคัญดังภาพที่ 2-1 [1, 10, 21] ซึ่งจะ
ประกอบด้วย 

  
ภาพที่ 2-1 วงจรชีวิตของรายงานจุดบกพร่อง 

ที่มา : [1] 

Unconfirmed เป็นสถานะของรายงานจุดบกพร่องแรกเริ่มของรายงานจุดบกพร่อง เมื่อผู้ใช้
รายงานจุดบกพร่องเข้าสู่ระบบจะถูกคัดกรองความซ้ าซ้อนเบื้องต้น โดยผู้รับผิดชอบในแต่ละ
ส่วนประกอบของซอฟต์แวร์จะเป็นผู้ตรวจสอบรายงาน เพ่ือให้ได้รายงานที่เป็นจุดบกพร่องใหม่เท่านั้น 
แต่หากเป็นการรายงานโดยผู้พัฒนาเองรายงานจุดบกพร่องจะได้รับการยกเว้นการคัดแยกเบื้องต้น  

New เป็นสถานะของรายงานจุดบกพร่องที่ผ่านการคัดแยก ซึ่งได้รับการรับรองว่าเป็น
จุดบกพร่องใหม่ และยังเป็นสถานะแรกเริ่มของรายงานจุดบกพร่องที่เป็นการรายงานโดยผู้พัฒนา
ซอฟต์แวร์ โดยในขั้นตอนต่อไป รายงานจุดบกพร่องจะท าการมอบหมายจุดบกพร่องที่ได้รับการ
รับรองแล้วให้กับผู้พัฒนาซอฟต์แวร์ที่รับผิดชอบในส่วนนั้น ๆ ของซอฟต์แวร์ได้ท าการแก้ไขปรับปรุง  

Assigned เป็นสถานะของรายงานจุดบกพร่องที่ได้มอบหมายความรับผิดชอบให้ผู้พัฒนาที่มี
หน้ารับผิดชอบในแต่ละส่วนของซอฟต์แวร์ได้น าไปท าการแก้ไขปรับปรุง  



 

 

  8 

Resolved เป็นสถานะของรายงานจุดบกพร่องที่ผ่านการแก้ไขปรับปรุงโดยผู้พัฒนาเรียบร้อย
แล้ว ซึ่งจะถูกส่งต่อให้ผู้ทดสอบซอฟต์แวร์ได้ท าการตรวจสอบความเรียบร้อยของการแก้ไขปรับปรับ
ต่อไป และรายงานที่ได้รับสถานะนี้จะได้รับสถานะย่อย เพ่ือแสดงผลจากการแก้ไขปรับปรุง ซึ่ง
ประกอบด้วย Fixed, Wontfix, Workforme, Duplicate และ Invalid  

Verified เป็นสถานะของรายงานจุดบกพร่องที่ผ่านการตรวจสอบความเรียบร้อยของการ
แก้ไขปรับปรุงจุดบกพร่องแล้ว 

Closed เป็นสถานะของรายงานจุดบกพร่องที่ได้รับการแก้ไขปรับปรุง และไม่พบปัญหาใด ๆ 
ซึ่งถือเป็นสถานะสิ้นสุดของการแก้ไขรายงานจุดบกพร่อง 

Reopen เป็นสถานะของรายงานจุดบกพร่องที่ได้รับการไขเรียบร้อยแล้ว แต่มีได้รับรายงาน
เข้ามาอีกครั้งท าให้รายงานจุดบกพร่องจะเข้าสู่กระบวนการขั้นต้นอีกครั้ง โดยจะเข้าสู่การมอบหมาย
รายงานจุดบกพร่องให้กบัผู้พัฒนาในแต่ละส่วนของซอฟต์แวร์ 

2.2.3 รายละเอียดของรายงานจุดบกพร่อง (Bug Report Detail) 
ในหนึ่งรายงานจุดบกพร่องของซอฟต์แวร์จะประกอบไปด้วยข้อมูลรายละเอียดต่าง  ๆ ที่

สามารถระบุ และอธิบายลักษณะของจุดบกพร่องที่พบในซอฟต์แวร์ ซึ่งข้อมูลที่จะได้จากรายงาน
จุดบกพร่องจะมีความแตกต่างกันออกไปตามแต่ความต้องการของของทีมผู้พัฒนาซอฟต์แวร์ [3,22] 
โดยรายงานจุดบกพร่องหนึ่งรายงานสามารถแบ่งออกได้เป็น 3 ส่วน ดังนี้  

1) ส่วนสรุปของรายงานจุดบกพร่อง เป็นการอธิบายเกี่ยวกับจุดบกพร่องอย่างคร่าวๆ ดัง

แสดงในภาพที่ 2-2 ซึ่งส่วนนี้จะประกอบด้วย 

 
ภาพที่ 2-2 ส่วนสรุปของรายงานจุดบกพร่อง 

ที่มา : (https://bugzilla.mozilla.org/show_bug.cgi?id=964821) 

o หมายเลขของรายงานจุดบกพร่อง (Bug ID) เป็นการแสดงหมายเลขประจ าตัว
ของรายงานจุดบกพร่อง ในแต่ละรายงาน ซึ่งจะเป็นหมายเลขที่ไม่ซ้ ากัน 

o ชื่อเรื่อง (Title หรือ Summary) เป็นการแสดงการอธิบายเกี่ยวกับรายงาน
จุดบกพร่องที่พบอย่างสั้นๆ ในหนึ่งบรรทัด 
  



 

 

  9 

2) ส่วนของรายละเอียด เป็นการอธิบายเกี่ยวกับจุดบกพร่องโดยละเอียดดังภาพที่ 2-3 

 
ภาพที่ 2-3 ส่วนสรุปของรายงานจุดบกพร่อง 

ที่มา : (https://bugzilla.mozilla.org/show_bug.cgi?id=964821) 

โดยในแต่ละองค์กร หรือแต่ละซอฟต์แวร์จะมีการก าหนดรายละเอียดในส่วนนี้ที่
แตกต่างกันออกไปตามแต่ละความต้องการของผู้พัฒนาในองค์กรนั้น ซึ่งโดยส าคัญแล้วจะประกอบไป
ด้วย 

o  ชื่อส่วนประกอบของซอฟต์แวร์ (Component) เป็นการแสดงค าเรียกของ
ส่วนประกอบของซอฟต์แวร์ หรือฟังชันของซอฟต์แวร์ที่เก่ียวข้องจุดบกพร่อง 

o  สถานะของรายงาน (Status) เป็นการแสดงค า แสดงสถานะของจุดบกพร่องที่
รายงานเข้าว่าว่าอยู่ในขั้นตอนใด ในรายงานของ Bugzilla จะประกอบไปด้วยสถานะของรายงานดัง

ตารางที่ 2-1 
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ตารางที่ 2-1 สถานะของรายงานจุดบกพร่อง 

สถานะของราย ค าอธิบาย 

unconfirmed เป็นสถานะแรกของรายงานที่ได้รับเมื่อส่งรายงานเข้าสู่ระบบ 

new เป็นสถานะของรายงานที่ผ่านการการคัดแยกความซ้ าซ้อนเบื้องต้นแล้ว 

assigned 
เป็นสถานะของรายงานที่ได้การมอบหมายให้ทางผู้ พัฒนาในส่วนนั้น ของ
ซอฟต์แวร์แล้ว 

resolved เป็นสถานะของรายงานที่ได้รับแก้ไขปรับปรุงจุดบกพร่องแล้ว 

verified เป็นสถานะของรายงานที่ผ่านการตรวจสอบการแก้ไขจุดบกพร่องแล้ว 
reopen เป็นสถานะของรายงานที่ได้รับการแก้ไขแล้ว แต่มียังพบว่ามีจุดบกพร่องอยู่ 

 
ในกรณีที่รายงานได้รับการแก้ไขแล้วจะมีการเ พ่ิมสถานะการแก้ไขปัญหา 

(Resolution) ซึ่งสถานะที่บ่งบอกผลที่ได้การแก้ไขจุดบกพร่องดังตารางที่ 2-2  

ตารางที่ 2-2 สถานะการแก้ไขปัญหา 

สถานะ ค าอธิบาย 
Fixed เป็นสถานะของรายงานจุดบกพร่องที่ได้รับการแก้ไขเรียบร้อยแล้ว 

Wontfix 
เป็นสถานะของรายงานจุดบกพร่องที่สามารถแก้ไขได้เนื่องจากเหตุผลบ้าง
ประการ 

Worksforme 
เป็นสถานะของรายงานจุดบกพร่องที่ ไม่สามารถท าใหม่ได้โดยผู้ พัฒนา
ซอฟต์แวร์ 

Duplicate เป็นสถานะของรายงานจุดบกพร่องที่มีการรายงานซ้ าซ้อน 

Invalid เป็นสถานะของรายงานจุดบกพร่อง 

o ชื่อผู้รายงาน (Reporter) เป็นการแสดงชื่อ หรือนามสมมุติของผู้ที่รายงาน
จุดบกพร่องของซอฟต์แวร์ 

o ผู้พัฒนารับผิดชอบแก้ไข (Assignee) เป็นการแสดงชื่อของผู้พัฒนาที่มีหน้าที่
รับผิดชอบในการแก้ไขจุดบกพร่องในส่วนประกอบนั้น ๆ ของซอฟต์แวร์ 

o รุ่นของซอฟต์แวร์ (Version) เป็นการแสดงรุ่นจองซอฟต์แวร์ที่พบจุดพบพร่อง 
หรือรุ่นที่ได้รับผลกระทบจากจุดบกพร่อง 
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o ข้อมูลสภาพแวดล้อม (Environment) เป็นการแสดงรายละเอียดสภาพแวดล้อม
ที่พบจุดบกพร่อง อาทิ ระบบปฏิบัติการ สมรรถนะของเครื่องที่พบจุดบกพร่อง 

o ค าอธิบายเพ่ิมเติม (Description) เป็นการแสดงรายละเอียด หรือค าอธิบาย
เกีย่วกับจุดบกพร่องเพ่ิมเติม 

3) ส่วนของความคิดเห็นเพ่ิมเติม เป็นการแสดงความคิดเห็น หรือข้อเสนอของผู้ที่ได้รับ

อนุญาตมีต่อรายงานจุดบกพร่องของซอฟต์แวร์ ดังภาพที่ 2-4 โดยคิดว่าคิดเห็นนั้นอาจเป็นการให้
ข้อมูลเกี่ยวจุดบกพร่องเพ่ิมเติม แนวทางในการแก้ไขจุดบกพร่องเบื้องต้น เป็นต้น  

 

 
ภาพที่ 2-4 ส่วนของความคิดเห็นเพิ่มเติม 

ที่มา : (https://bugzilla.mozilla.org/show_bug.cgi?id=964821) 

2.2.1 รายงานที่ไม่ใช่จุดบกพร่องของซอฟต์แวร์ (non-Bug Report) 
ภายในคลังรายงานจุดพร่องรายงาน นอกจากรายงานจุดบกพร่องของซอฟต์แวร์ ยังพบการ

รายงานที่ไม่ใช่จุดบกพร่องของซอฟต์แวร์ หรือรายงานที่มีสถานะในวงจรชีวิตของรายงานจุดบกพร่อง
เป็น Invalid ซึ่งเป็นข้อบกพร่องที่ไม่ได้เกิดจากความผิดพลาดจากโค้ดของซอฟต์แวร์ (Source Code) 

แต่เป็นความผิดพลาดจากการใช้งานของผู้ใช้ หรือจากฮาร์ดแวร์ ดังภาพที่ 2-5 และอีกกรณีคือ 

รายงานที่เป็นข้อเสนอแนะเกี่ยวกับซอฟต์แวร์ดังภาพที่ 2-5  
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ภาพที่ 2-5 รายงานจุดบกพร่องที่ได้เกิดความผิดพลาดจากฮาร์ดแวร์ 

ที่มา : (https://bugzilla.mozilla.org/show_bug.cgi?id=211669) 

 จากภาพที่ 2-5 เป็นการรายงานเกี่ยวกับการที่ไม่สามารถใช้งานฟังก์ชันของทัชแพด 
(Touchpad) โดยเหตุเกิดจากการไม่ที่ไม่ได้ติดตั้งไดร์เวอร์ (Driver) ของทัชแพด จึงท าให้ไม่สามารถ
ใช้งานทัชแพดได้อย่างเต็มประสิทธิภาพ 

 
ภาพที่ 2-6  รายงานจุดบกพร่องที่ได้เกิดความผิดพลาดจากฮาร์ดแวร์ 
ที่มา : (https://bugzilla.mozilla.org/show_bug.cgi?id=77418) 

จากภาพที่ 2-6 เป็นรายงานข้อเสนอแนะเกี่ยวกับสีเทาที่ใช้ไฮไลท์ (highlight) ค าตอบที่ได้
จากการค้นหามีสีที่จางเกินไป 

2.3 ทฤษฎีที่เกี่ยวข้อง 

2.3.1 การเตรียมข้อมูลก่อนประมวลผล (Data Pre-processing)  
การเตรียมข้อมูลก่อนประมวลผล เป็นขั้นตอนในการเตรียมเอกสารที่จะน ามาใช้ในการจัด

กลุ่มเอกสาร ซึ่งมีกระบวนการดังนี้ 
1) การตัดค า (Tokenization) 

การตัดค า หรือ การแบ่งค า (Word Segmentation) ในเอกสารออกเป็นค า ๆ เพ่ือให้
ได้ค าที่จะเข้าสู้กระบวนการในการคัดเลือกค าส าคัญ เพ่ือใช้เป็นคุณลักษณะส าคัญ (Feature) ใน
ส าหรับน าไปการประมวลผลภาษา ซึ่งสามารถแบ่งเทคนิคการตัดค าเป็น 3 เทคนิค หลัก ๆ ดังนี้ 

(1) การตัดค าด้วยช่องว่าง (Space) เป็นเทคนิคการตัดค า โดยใช้ช่องว่างระหว่างค า 
เป็นในการแบ่งค าออกเป็นค า ๆ ซึ่งเป็นเทคนิคท่ีนิยมใช้ในภาษาอังกฤษ ดังในงานวิจัย [16, 19-22]  

(2) การตัดค าด้วยพจนานุกรม (Dictionary-Based) เป็นการตัดค าโดยใช้สาย
อักขระมาเปรียบเทียบกับค าที่มีอยู่ในพจนานุกรมซึ่งมีวิธีนี้จะต้องท าการจัดเก็บค าไว้ในพจนานุกรม 
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ซึ่งท าให้ได้ความถูกต้องในการตัดค าสูงกว่าการใช้กฎ แต่ใช้เวลามากกว่าเทคนิคอ่ืน ๆ โดยเทคนิคที่ใช้
ในการตัดค าด้วยพจนานุกรมท่ีมีนิยมใช้มีดังนี้ [23, 24]  

(3) การตัดค าด้วยกฎ (Rule-Based) เป็นการตัดค าโดยการตรวจสอบกฎเกณฑ์ทาง
อักขระวิธีที่ก าหนดลักษณะการประสมอักษร ลักษณะการเว้นวรรค และการขึ้นอยู่หน้า เพ่ือใช้เป็น
เกณฑ์ในการก าหนดขอบเขตของค า วิธีการนี้จะมีข้อจ ากัดในการท างาน คือ ความถูกต้องของการตัด
ค าในระดับพยางค์สูง แต่ความถูกต้องของการตัดค าค่อนข้างต่ า ซึ่งข้อดีของวิธีนี้คือ มีความรวดเร็วใน
การท างาน และใช้ทรัพยากรน้อย  

2) การตัดค าคาเมลเคส (Camel case) 
คาเมลเคส [17, 25, 26] เป็นค า หรือ ตัวย่อท่ีตรงกลางวลีเริ่มต้นด้วยตัวพิมพ์ใหญ่ โดย

ไม่มีการเว้นวรรค หรือเครื่องหมายวรรคตอน จึงมีมีส่วนเว้าส่วนโค้งคล้ายอูฐ ตัวอย่างเช่น “iPhone”, 
“numberPhone”, "johnSmith" เป็นต้น โดยการตัดค า Camel case เป็นการแยกค าที่อยู่ในรูป 
Camel case ออกจากกัน ดังตัวอย่าง 

numberPhone  จะเปลี่ยนเป็น number phone 

HereComesTheGarden จะเปลี่ยนเป็น Here comes the garden 

3) การก าจัดค าหยุด (Stop-Word Removal) 
การก าจัดค าหยุด [16, 20, 27, 28] เป็นการน าค าที่ไม่มีนัยส าคัญออก โดยที่ไม่ท าให้

ความหมายของค าหรือข้อความเปลี่ยนแปลง ค าหยุดจะปรากฏอยู่ในทุก ๆ ข้อความ และมีความถี่ใน

การปรากฎสูง จึงถือได้ว่าค าหยุดเป็นคุณลักษณะที่ไม่เกี่ยวข้อง หรือไม่มีประโยชน์ในการประมวลผล

ทางภาษา ดังนั้นการก าจัดค าหยุดเป็นกระบวนการที่จะช่วยลดให้ขนาดของดัชนี และยังเวลาในการ

ประมวลผลลง โดยค าหยุดที่พบได้แก่ ค าบุพบท (Preposition) ค าสรรพนาม (Pronouns) ค าเชื่อม 

(Conjunction) ค าน าหน้านาม (Articles)  

คลังค าหยุดภาษาอังกฤษที่ของไลบรารี่  NLTK (Natural Language Toolkit) เป็น

คลังคค าหยุดที่ได้รับความนิยม [23, 28, 29] ซึ่งบรรจุค าหยุดไว้เป็นจ านวน 179 ค า ดังภาพที่ 2-7  
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ภาพที่ 2-7 คลังค าหยุดภาษาอังกฤษจากไลบรารี่ของ NLTK 

4) การเปลี่ยนรูปค า 
การเปลี่ยนรูปค าการเปลี่ยนรูปค า เป็นกระบวนการท านอร์มัลไลซิ่งข้อความ 

(Normalizing Text) [23] ซึ่งมีผลต่อขนาดของคคุณลักษณะ (Feature) และมีผลต่อประสิทธิภาพใน

การจ าแนกสรายงานจุดบกพร่อง โดยการเปลี่ยนรูปค ามี 2 เทคนิค ดังนี้ 

(1) การตัดส่วนขยาย (Stemming) 
การหารากศัพท์ [23, 28] เป็นกระบวนการท านอร์มัลไลซิ่งข้อความ โดยการตัด

ส่วนขยายของค าทิ้ง เช่น s, es, ing หรือ ed เป็นต้น ดังตัวอย่างเช่น 
 Hopes  จะถูกเปลี่ยนเป็น  hop 

 Hoping  จะถูกเปลี่ยนเป็น  hope 

 Hoped  จะถูกเปลี่ยนเป็น  hop 

ซึ่งอัลกอริทึมที่นิยมส าหรับการตัดส่วนขยายของค าคือ Porter’s algorithm [30]  
ดังในงานวิจัย [17, 19] 
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(2) การเปลี่ยนรูปค าให้อยู่ในรูปแบบดั้งเดิม (Lemmatization) 
การเปลี่ ยนรูปค า ให้อยู่ ในรูปแบบดั้ ง เดิม  [28, 31] เป็นกระบวนการท า 

นอร์มัลไลซิ่งข้อความโดยการเปลี่ยนค าให้อยู่ในรูปแบบค าดังเดิม [23] ซึ่งมีลักษณะคล้ายกับการตัด
ส่วนขยาย (Stemming) แต่การเปลี่ยนรูปค าให้อยู่ในรูปแบบดั้งเดิมจะมีความละเดียวกว่าการตัดส่วน
ขยาย คือ มีการใช้บริบทของค ามาใช้ในการพิจารณาค าพ้องความหมายของค าที่ต้องการเปลี่ยน [23, 
32] ตัวอย่างเช่น 

walking จะถูกเปลี่ยนเป็น walk 
meeting(v) จะถูกเปลี่ยนเป็น  meet 
meeting(n) จะถูกเปลี่ยนเป็น  meeting 
better  จะถูกเปลี่ยนเป็น  good 

5) การสร้างตัวแทนเอกสาร (Document Representation) 
การสร้างตัวแทนเอกสาร เป็นกระบวนการแปลงเอกสารที่เป็นภาษาธรรมชาติให้อยู่ใน

รูปแบบที่เหมาะสมและตรงกับรูปแบบที่จะประมวลผลต่อไป [23, 24] ซึ่งโดยทั่วไปจะอยู่ในรูปแบบ
ของปริภูมิเวกเตอร์ หรือ เวกเตอร์สเปซ (Vector Space) หรือถุงค า (Bag of word: BOW) ซึ่งมี

ลักษณะ ดังตารางที่ 2-3 

ตารางที่ 2-3 รูปแบบของถุงค า 
 W1 W2 W3 W4 … Wi 

D1 W1,1 W1,1 W1,3 W1,4 … W1,i 

D2 W2,1 W2,1 W2,3 W2,4 … W2,i 

… … … … … … … 

Dj Wj,1 Wj,2 Wj,3 Wj,4 … Wj,i 

จากตารางที่ 2 3 แทนค า i ที่พบในเอกสาร j ด้วย Wj,i ดังนั้นจึงสามารถแทนด้วย 

 ,1 ,2 ,3 ,, , ,...,j j j j j iD w w w w=  ซึ่งโดยทั่วไปค าใดที่ปรากฏในเอกสารจะแทนด้วย 1 (Presence) 

และหากไม่พบค านั้นในเอกสารจะแทนด้วย 0 (Absence) 

6) การให้น้ าหนักค า  (Team Weighting) 
การให้น้ าหนักค า หรือการก าหนดน้ าหนักค า เป็นวิธีการให้น้ าหนักส าหรับค าที่มี

ความส าคัญ หรือใช้เป็นตัวแทนของเอกสารที่ ซึ่งจะเป็นค าปรากฏอยู่เป็นจ านวนมากในเนื้อหาเฉพาะ
ของเอกสารฉบับนั้น ๆ และปรากฏอยู่เป็นจ านวนน้อยในเนื้อหาของเอกสารอ่ืน ๆ แต่ถ้าค านั้น ๆ 
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ปรากฏอยู่เป็นจ านวนมากในทุก ๆ เอกสาร ค านั้นจะถือได้ว่าเป็นค าที่ไม่สามารถเป็นตัวแทนของ
เอกสารใด ๆ ได้ ตัวอย่างเช่น a, an, and, the ซึ่งค าเหล่านี้มีชื่อเรียกว่า “ค าหยุด (Stop Word)”  

ซึ่งในงานวิจัยนี้ได้ใช้เทคนิคการให้น้ าหนัก 4 เทคนิค คือ การให้น้ าหนักด้วยเทคนิค TF 
การให้น้ าหนักด้วยเทคนิค TF-IDF การให้น้ าหนักด้วยเทคนิค BM25 และการให้น้ าหนักด้วยเทคนิค 
MATF เพ่ือเทคนิคการให้น้ าหนักที่มีความเหมาะสมในการจ าแนกรายงานจุดบกพร่อง 

(1) การให้น้ าหนักด้วยความถี่ของค าที่พบ (Term Frequency: TF) เป็นเทคนิคก
การให้น้ าหนักด้วยความถี่ของการปรากฎ (Occurrence) ของค า ซึ่งใช้สัญลักษณ์ tft,d โดยที่ t 
หมายถึง ค า และ d หมายถึงเอกสาร โดยเทคนิคนี้มีชื่อเรียกอีกชื่อหนึ่งว่า “ถุงของค า (Bag of 
words)” [19, 22, 23, 29] 

(2) การให้น้ าหนักด้วยเทคนิค TF-IDF เป็นเทคนิคการให้น้ าหนักค าที่ได้พัฒนามา
จากการให้น้ าหนักด้วยเทคนิค tf โดยมีการค านวณค่าน้ าหนัก ซึ่งการให้น้ าหนักซึ่งเป็นเทคนิคที่ได้รับ
การนิยม และใช้กันอย่างแพร่หลาย เนื่องจากเป็นเทคนิคที่มีการค านวณที่ไม่ซับซ้อน และมี
ประสิทธิภาพสูง ดังในงานวิจัย [1, 16, 17, 35] โดยสามารถค านวณได้ดังสมการที่ (2.1) 

,t dTF IDF tf idf− =    (2.1) 

ซึ่งความถี่เอกสารแบบผกผัน  (Inverse document frequency: IDF) เป็นการ
ให้น้ าหนักด้วยความถี่เอกสารแบบผกผัน  เป็นเทคนิคการปรับค่าน้ าหนักของค าให้มีความเหมาะสม
มากขึ้น โดยใช้ความถี่ของเอกสาร (Document frequency: df) หรือจ านวนเอกสารทั้งหมดใน
ฐานข้อมูลที่มีค า t ปรากฎมาพิจารณาประกอบ ด้วยการปรับให้ค าที่ปรากฏในเอกสารจ านวนน้อยมี
ค่าน้ าหนักสูงขึ้น และค าที่มีปรากฏในเอกสารจ านวนมากมีค่าน้ าหนักลดลง [40] ซึ่งค านวณได้จาก
สมการที่ (2.2) 

log
t

N
idf

df
=  (2.2) 

โดยที่  N  คือ จ านวนเอกสารทั้งหมดท่ีมีในฐานข้อมูล 

(3) การให้น้ าหนักด้วยเทคนิค Best Matching หรือ BM25 เป็นเทคนิคให้น้ าหนักค า
ส าหรับการจัดล าดับเอกสารในการค้นคืนเอกสาร (Information Retrieval) [1, 41] โดยมีพ้ืนฐานมา
จากการเทคนิคการให้น้ าหนักแบบ TF-IDF [41] ซึ่งสามารถค านวณได้ดังสมการ (2.3) 

( )

, 1

, 1

( 1)
25( , ) log

1

i j

i

i j

avg

f k N n k
BM q d

n kdl
f k b b

dl

 
 
  + − + 

=    
+     

+ − +     
   

 (2.3) 
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โดยที่ fi,j  คือ ความถี่ของค า I ที่ปรากฏในเอกสาร j 
b คือ ค่าพารามิเตอร์ส าหรับนอร์มัลไลเซชัน (Normalization) ของ

ความยาวเอกสาร 
k1  คือ ค่าพารามิเตอร์ปรับเรียบ (Smoothing) ส าหรับการปรับความ

อ่ิมตัวของค่าความถี่ของค า  
dl คือ ความยาวของเอกสารนั้น ๆ 

dl𝑎𝑣𝑒  คือ ค่าเฉลี่ยความยาวเอกสาร 
N  คือ จ านวนเอกสารทั้งหมด 
n  คือ จ านวนเอกสารที่มีค าที่ i อยู่ 

(4) การให้น้ าหนักด้วยเทคนิค Multi Aspect TF หรือ MATF  [42] เป็นการให้
น้ าหนักค าในเอกสารที่ได้รับการพัฒนา และน าเสนอโดยนาเสนอโดย Jiaul H. Paik [42] ซึ่ง MATF 
เป็นเทคนิคที่มุ่งเน้นการแก้ไขปัญหาของการให้น้ าหนักของเอกสารที่มีความยาวของข้อความที่ไม่
เท่ากันในการเปรียบเทียบความคล้ายคลึงของเอกสาร ซึ่งสามารถค านวณได้จากสมการที่ (2.4) 

( , )MATF w D TFF TDF=   (2.4) 

Term Frequency Factor หรือ TFF เป็นขั้นตอนท่ีรวมให้น้ าหนักที่มีพ้ืนฐานมา
จาก TF ซึ่งสามารถค านวณได้จากสมการที่ (2.5) 

( , ) ( , ) (1 ) ( , )TFF t D w BRITF t D w BLRTF t D=  + −   (2.5) 

โดยที่ w, BRITF และ BLRTF สามารถค านวณได้จากสมการที่ (2.6-2.8) 
ตามล าดับ 

( , )
( , )

1 ( , )

RITF t D
BRITF t D

RITF t D
=

−
 (2.6) 

( , )
( , )

1 ( , )

LRTF t D
BLRTF t D

LRTF t D
=

−
 (2.7) 

2

1 log(1 )
w

Q
=

+ +
 (2.8) 

Relative Intra-document หรือ RITF เป็นการพิจารณาความส าคัญของค า
จากความสัมพันธ์ระหว่างความถี่ของค าในเอกสาร และความถี่ของค าโดยเฉลี่ยของเอกสาร เมื่อแทน
ค าด้วย “t” และแทนเอกสารด้วย “D” สามารถค านวณ RITF(t, D) ได้จากสมการ (2.9) 

2

2

log (1 ( , ))
( , )

log (1 . ( ))

TF t D
RITF t D

Avg TF D

+
=

+
 (2.9) 
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โดยที่  TF(t, D)  คือ ความถี่ของค า t ที่พบในเอกสาร D 
Avg.TF(t, D) คือ ค่าเฉลี่ยความถี่ของค าทั้งหมดในเอกสาร D 

Length Regularized TF หรือ LRTF เป็นการนอร์มัลไลความถี่ของค าโดย 
พิจารณาจากจ านวนของค าที่มีอยู่ในเอกสาร โดยใช้หลักการที่ว่า “ความยาวที่เหมาะสมของเอกสาร
ควรเป็นค่าเฉลี่ยของคลังเอกสาร และความยาวเฉลี่ยของความถี่ค าในเอกสารยังคงเหมือนเดิม” โดย 
LRTF สามารถค านวณได้จากสมการที่ (2.10) 

2

( )
( , ) ( , ) log 1

( )

ADL C
LRTF t D TF t D

len D

 
=  + 

 
 (2.10) 

โดยที่  ADL(C) คือ ค่าความยาวเฉลี่ยของเอกสาร 
Len(D) คือ ค่าความยาวของเอกสาร D 

Term Discrimination Factor หรือ TDF เป็นขั้นตอนที่รวมให้น้ าหนักที่มี
พ้ืนฐานมาจากความถ่ีผกผัน (IDF) ซึ่งสามารถค านวณได้จากสมการที่ (2.11) 

( , )
( , ) ( , )

1 ( , )

AEF t C
TDF t D IDF t D

AEF t C
= 

−
 (2.11) 

โดยที่ IDF และ AEF สามารถค านวณได้จากสมการ (2.12-2.13) ตามล าดับ 
( ) 1

( , ) log
( , )

CS C
IDF t D

DF t C

 +
=  

 
 (2.12) 

โดยที่  CS(S) คือ จ านวนเอกสารทั้งหมดในคลัง 
 DF(t, C)  คือ จ านวนของเอกสารที่พบค า t 

( , )
( , )

( , )

CTF t C
AEF t C

DF t C
=  (2.13) 

โดยที่ CTF(t, C) คือ จ านวนครั้งที่ปรากฎค า t ในคลังเอกสาร 

2.3.2 การแบ่งข้อมูลส าหรับสร้างแบบจ าลอง และข้อมูลมูลทดสอบ 
การแบ่งข้อมูลส าหรับสร้างแบบจ าลอง และข้อมูลส าหรับทดสอบ เป็นการแบ่งข้อมูล เพ่ือ

ท าการทดสอบสอบประสิทธิภาพของแบบจ าลอง โดยสามารถจ าแนกได้ 3 วิธี ดังนี้ 
1) Self Consistency Test หรือ Use Training Set เป็นวิธีการแบ่งข้อมูลที่ง่าย

ที่สุด โดยการใช้ในการสร้างแบบจ าลอง และข้อมูลที่ใช้ในการทดสอบโมเดลเป็นข้อมูลชุดเดียวกัน ซึ่ง
เทคนิคนี้เริ่มจากการสร้างแบบจ าลองด้วยข้อมูลที่ใช้ส าหรับสร้างแบบจ าลอง (Training Data) และ
น าแบบจ าลองที่ได้มาใช้ทดสอบกับข้อมูลชุดเดิม ตัวอย่างดังภาพที่ 2 8 
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การแบ่ งข้อมูลด้ วยวิ ธี  Self Consistency Test เป็นการแบ่ งข้อมูลที่ ให้
ประสิทธิภาพที่มีค่าสูง แต่อาจเกิดปัญหา Overfitting ได้ เนื่องจากใช้ข้อมูลเดิมทั้งการสร้าง
แบบจ าลอง และการทดสอบ ดังนั้นวิธี Self Consistency Test จึงเหมาะส าหรับใช้ในการทดสอบ
ประสิทธิภาพ เพ่ือดูแนวโน้มขอแบบจ าลองที่สร้างขึ้นเท่านั้น หากมีค่าประสิทธิภาพที่ต่ า แสดงว่า
แบบจ าลองที่สร้างขึ้นไม่เหมาะสมกับข้อมูล และไม่ควรน าไปทดสอบด้วยวิธีการแบ่งข้อมูลวิธีอ่ืน 

 
ภาพที่ 2-8 การแบ่งข้อมูลด้วยวิธี Self Consistency Test 

ที่มา : (http://dataminingtrend.com/2014/wp-content/uploads/2015/09/train_test.001.png) 

2) วิธี Split Test เป็นการแบ่งข้อมูลออกเป็น 2 ส่วน คือ ข้อมูลส าหรับสร้าง
แบบจ าลอง และข้อมูลส าหรับทดสอบด้วยการสุ่ม ตัวอย่างเช่น 70% ต่อ 30% หรือ 80% ต่อ 20% 
โดยข้อมูลส่วนหนึ่ง (70% หรือ 80%) เป็นข้อมูลที่ใช้ในการสร้างแบบจ าลอง และข้อมูลส่วนอีกส่วน 
(30% หรือ 20%) เป็นข้อมูลส าหรับใช้ในการทดสอบประสิทธิภาพของแบบจ าลอง ตัวอย่างดังภาพที่ 

2-9 
การแบ่งข้อมูลด้วยวิธี Split Test เป็นการแบ่งข้อมูลที่รวดเร็ว และเหมาะสมกับ

ชุดข้อมูลที่มีขนาดใหญ่ เนื่องจากเป็นการสุ่มแบ่งข้อมูลเพียงครั้งเดียว ซึ่งหากการสุ่มแบ่งข้อมูลที่ใช้
ส าหรับการสร้างแบบจ าลอง และข้อมูลส าหรับทดสอบได้เป็นข้อมูลที่มีลักษณะคล้ายกันจะให้ค่า
ประสิทธิภาพสูง แต่ในทางกลับกันหากการสุ่มแบ่งข้อมูลที่ใช้ส าหรับการสร้างแบบจ าลอง และข้อมูล
ส าหรับทดสอบได้เป็นข้อมูลที่มีลักษณะแตกต่างกันจะให้ค่าประสิทธิภาพที่น้อย ดังนั้นจึงควรใช้วิธี 
Split Test โดยท าการสุ่มหลายครั้ง 
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ภาพที ่2-9 การแบ่งข้อมูลด้วยวิธี Split Test 

ที่มา : (http://dataminingtrend.com/2014/wp-content/uploads/2015/09/train_test.002.png) 

3) Cross-validation Test เป็นวิธีที่นิยมใช้ในการแบ่งข้อมูลในงานวิจัย โดยใช้แบ่ง
ข้อมูล เพ่ือของแบบจ าลอง [43]โดยวิธีนี้จะแบ่งข้อมูลอออกเป็นจ านวนหลายส่วน ซึ่งนิยมแสดงด้วย
ค่า k จึงมีอีกชื่อว่า k-Fold Cross Validation ตัวอย่างเช่น k = 5 หรือ 5-fold cross validation คือ 
การแบ่งข้อมูลออกเป็น 5 ส่วนเท่าๆ กัน จากนั้นใช้ข้อมูลหนึ่งส่วนเป็นข้อมูลทดสอบประสิทธิภาพของ
แบบจ าลอง และส่วนที่เหลือในการสร้างแบบจ าลอง โดยจะท าวนเช่นนี้ไปจนครบตามจ านวนที่แบ่งไว้
ดังภาพที่ 2 8 

 
ภาพที่ 2 10 การแบ่งข้อมูลด้วยวิธี Cross-validation Test 

ที่มา : (http://dataminingtrend.com/2014/wp-content/uploads/2015/09/train_test.003.png) 
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จากภาพที่ 2 10 ข้อมูลได้ถูกแบ่งออกเป็น 5 ส่วนที่เท่าๆ กัน แล้วจึงท าการท า

การทดสอบประสิทธิภาพของแบบจ าลอง 5 ครั้ง ดังนี้ตารางที่ 2-4  

ตารางที่ 2-4 ตัวอย่างการแบ่งข้อมูลด้วยวิธี  5 fold Cross validation 
รอบท่ี 1  ใช้ข้อมูลส่วนที่ 2,3,4 และ 5 สร้างโมเดลและใช้โมเดลท านายข้อมูลส่วนที่ 1 เพ่ือท า

การทดสอบ 
รอบท่ี 2 ใช้ข้อมูลส่วนที่ 1,3,4 และ 5 สร้างโมเดลและใช้โมเดลท านายข้อมูลส่วนที่ 2 เพ่ือท า

การทดสอบ 
รอบท่ี 3 ใช้ข้อมูลส่วนที่ 1,2,4 และ 5 สร้างโมเดลและใช้โมเดลท านายข้อมูลส่วนที่ 3 เพ่ือท า

การทดสอบ 
รอบท่ี 4 ใช้ข้อมูลส่วนที่ 1,2,3 และ 5 สร้างโมเดลและใช้โมเดลท านายข้อมูลส่วนที่ 4 เพ่ือท า

การทดสอบ 
รอบท่ี 5 ใช้ข้อมูลส่วนที่ 1,2,3 และ 4 สร้างโมเดลและใช้โมเดลท านายข้อมูลส่วนที่ 5 เพ่ือท า

การทดสอบ 

2.3.3 การจ าแนกประเภทเอกสารข้อความ (Text Classification) 
การจ าแนกประเภทเอกสารข้อความ [30, 35, 36, 40] เป็นการจัดแบ่งประเภทของกลุ่ม

เอกสารข้อความออกเป็นกลุ่มๆ (Class หรือ Category) ซึ่งในงานวิจัยนี้จ าแนกรายงานจุดบกพร่อง
ออกเป็น 2 กลุ่ม ได้แก่ กลุ่มของรายงานที่เป็นจุดบกพร่อง และกลุ่มของรายงานที่ไม่ใช่จุดบกพร่อง 
โดยการใช้ชุดข้อมูลตัวอย่างของเอกสารข้อความที่เรียกว่า ชุดข้อมูลเพ่ือการเรียนรู้ (Training Set) 
ส าหรับสร้างแบบจ าลองของการจ าแนกเอกสาร (Classifier Model) และชุดข้อมูลทดสอบ (Test 
Set) ส าหรับทดสอบประสิทธิภาพของโมเดลการจ าแนกท่ีสร้างขึ้น ซึ่งในงานวิจัยนี้ได้ศึกษาเทคนิคการ
เรียนรู้จากชุดข้อมูลเรียนรู้ในการสร้างแบบจ าลองการจ าแนกรายงานจุดบกพร่องแบบอัตโนมัติ 4 
เทคนิค ประกอบ นาอีฟเบย์ ซัพพอร์ตเวกเตอร์แมชชีน การวิเคราะห์ถดถอยโลจิสติกส์ และแรดดอม
ฟอเรส 

1) นาอีฟเบย์ (Naïve Bayes) 
การเรียนรู้ของเบย์อย่างง่าย [30, 35, 40] เป็นวิธีจ าแนกประเภทข้อมูลที่มีประสิทธิภาพวิธี

หนึ่ง เหมาะกับกรณีของข้อมูลตัวอย่างจ านวนมาก และมีคุณสมบัติ (Attribute) ของตัวอย่างไม่ขึ้นต่อ
กัน ดังนั้นเทคนิคการเรียนรู้ของเบย์อย่างง่ายจึงได้รับความนิยมน าไปประยุกต์ใช้งานในด้านการ
จ าแนกประเภทข้อความ (Text Classification) อีกทั้งยังเป็นเทคนิคที่ท างานไม่ซับซ้อมเมื่อเทียบกับ
วิธีการอ่ืน ดังในงานวิจัย [16, 26-28, 34, 44]  
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  ก าหนดให้ความน่าจะเป็นของข้อมูลที่จะเป็นกลุ่ม vj ส าหรับข้อมูลที่มีสมบัติ n 
ตัว หรือใช้สัญลักษณ์ว่า P(a1, a2, ….,an +| vj) ดังสมการที่ (2.14) 

 1 2 3

1

( , , ,..., | ) ( | )
n

n j i j

i

P a a a a v P a v
=

=  (2.14) 

  โดยที่  ∏ หมายถึง ผลคูณของค่า P(ai | vj) ทั้งหมด  
i   หมายถึง 1, 2, 3, …, n  
j   หมายถึง 1, 2, 3, …, n 

การน าวิธีการเรียนรู้ของเบย์อย่างง่ายไปใช้ มีวิธีการตังต่อไปนี้ คือ 
1. หาค่าความน่าจะเป็นของค าที่พบในแต่ละกลุ่มโดยน าค่า P(a1, a2, ….,an | vj) 

จากสมการที่ (2.14) มาคูณกับค่าความน่าจะเป็นของกลุ่มนั้น ๆ คือ P(vj) ได้เท่ากับ vNB 
2. น าค่าที่ได้มาเปรียบเทียบกัน กลุ่มที่มีค่าความน่าจะเป็นสูงสุดจะเป็นค าตอบ 

ดังนั้นเราจะได้วิธีการจ าแนกประเภทแบบเบย์อย่างง่าย ดังสมการที่ (2.15) 
. ( )NB jv Avg MaxP v=  (2.15) 

2) ซัพพอร์ตเวกเตอร์แมชชีน (Support Vector Machine: SVM) 
ซัพพอร์ตเวกเตอร์แมชชีน เป็นวิธีการจ าแนกกลุ่มข้อมูลที่มีลักษณะเป็นเวกเตอร์ ได้รับการ

พัฒนาโดย Vapnik ซึ่งซัพพอร์ตเวกเตอร์แมชชีนได้รับความนิยมน าไปปประยุกต์ใช้ในด้านการจ าแนก
ประเภทข้อมูล  โดยเฉพาะการจ าแนกข้อมูลที่ มี  2 คลาส (Two-Class) โดยแนวคิดของ  
ซัพพอร์ตเวกเตอร์แมชชีน เป็นการหาเส้นแบ่งที่เหมาะสมที่สุดที่จะใช้ในการแยกข้อมูลสองชุดออก
จากกัน (Hyperplane) และหาเส้นตรงที่เหมาะสมในการแบ่งข้อมูลสองกลุ่มออกจากกัน จึงอาศัยการ
พิจารณาจากเส้นขอบ (Margin) มากที่ระยะห่างสุดที่เรียกว่า Maximum-Margin Hyperplane โดย
เส้นขอบจะขยายออกไปจนกว่าจะสัมผัสกับค่าของกลุ่มตัวอย่างที่ใกล้ที่สุด ซึ่งเรียกว่า ซัพพอร์ต
เวกเตอร์ (Support Vector)  ดังแสดงในภาพที่ 2 11 
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ภาพที่ 2-10 การขยายตัวของเส้นขอบ 

ที่มา : (http://4.bp.blogspot.com/-ZRdRvcO0APg/TpFojq12IcI/AAAAAAAAAAU/1ka-
fmRXApw/s1600/SVM.JPG) 

  ซัพพอร์ตเวกเตอร์แมชชีนสามารถแบ่งออกเป็น 2 ประเภท คือ แบบเชิงเส้น 
(Linear) และแบบไม่เป็นเชิงเส้น (Non-Linear)  

(1) ซัพพอร์ตเวกเตอร์แมชชีนแบบเชิงเส้น (Support vector machine 
with Linear) มีแนวคิด คือ กลุ่มข้อมูลที่น ามาวางลงในคคุณลักษณะสเปซ (Feature Space) จะอยู่
ในรูปของเวกเตอร์ ซึ่งก าหนดให้ X =((x1,y1), (x2,y2), …, (xn, yn)) โดยที่ X คือ ชุดค่าคุณลักษณะ ซึ่ง
ค่าคุณลักษณะที่อยู่ในคคุณลักษณะสเปซนั้นจะถูกแบ่งด้วยเส้นตรง ดังแสดงในภาพที่ 2 11 ในการ
ค านวณหาสมการเส้นตรงจากเส้นแบ่งข้อมูล จะแทนค่าด้วยสมการเส้นตรง y = mx + b ซึ่งจะมีการ

ก าหนดกลุ่มของข้อมูลทั้งสองฝั่งให้เพียง 2 ค่า โดยแทนด้วย y ดังแสดงในภาพที่ 2-11 

 
ภาพที่ 2-11 การวางตัวของเส้นขอบและเส้นแบ่งเมื่อแทนด้วยสมการเส้นตรง 

ที่มา : (https://nssauci.com/image/76612-full_support-vector-machine.png) 
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จากภาพที่ 2-11เมื่อแทนเส้นขอบ และเส้นแบ่งด้วยสมการเส้นตรง จะเห็น
ว่าเส้นขอบทั้งสองฝั่งขยายเพ่ิมขึ้นสัมผัสกับค่าข้อมูลในคคุณลักษณะสเปซที่ใกล้ที่สุด เส้นขอบที่
เพ่ิมข้ึนทางด้านขวาแทนด้วยสมการ wTx + b ≥ y ≥1 หากค่าข้อมูล y มากกว่า 1 จะถูกก าหนดค่าให้
ใหม่โดยให้ y เท่ากับ 1 ส่วน w เป็นค่าความชัน เช่นเดียวกับเส้นขอบทางด้านซ้าย ซึ่ง แทนด้วย
สมการ wTx + b ≤ y ≤ −1 หากค่าของข้อมูล y มีค่าน้อยกว่า -1 จะถูกก าหนดค่าให้ใหม่โดยให้ y 
เท่ากับ -1 ดังนั้นจะได้สมการของเส้นขอบทางด้านขวาดังแสดงในสมการที่ (2.16) และสมการของเส้น
ขอบทางด้านซ้ายดังดังแสดงในสมการที่ (2.17) และการรวมกันของทั้งสองสมการสามารถแสดงดัง
สมการที่ (2.18) 

Tw x b y+   เมื่อก าหนดให้ 1y =  (2.16) 
Tw x b y+   เมื่อก าหนดให้ 1y = −   (2.17) 

( ) 1 0Ty w x b+ −   (2.18) 

โดยที่ y คือ ค่ากลุ่มข้อมูล (1,-1) w คือ ค่าความชัน x คือ ค่าลักษณะเด่น 
และ b คือค่าคงที่ (ค่าตัดแกน y ) 

เมื่อได้สมการที่ (2.18) แล้ว ต้องค านวณหาค่าความกว้างของเส้นขอบ ซึ่ง
ต้องค านวณพจน์ w ให้อยู่ในรูปนอมัลไลซ์ (Normalization) โดยค านวณจากสมการที่ (2.16) และ
สมการที่ (2.17) โดยการแทนค่า y  

1Tw x b+ + =  (2.19) 

1Tw x b− + = −  (2.20) 

( ) 2Tw x x+ −+ =  (2.21) 

( )
T

w
M x x

w

+ −
 

= −  
 

  (2.22) 

2
M

w

 
=   
 

 (2.23) 

โดยที่ M คือความกว้างของเส้นขอบ และภายหลังจากค านวณหาเส้นแบ่ง
และค่าความกว้างตามสมการที่ (2.18) และสมการที่ (2.23) ตามล าดับแล้ว จากนั้นท าการแก้สมการ
ต่อด้วยฟังก์ชันลากรานจ์ (Lagrangian) เพ่ือหาค่าของ w ในสมการที่ (2.18) 

( )( )
1

1
( , , ) ( . ) . 1

2

N

i i i i

i

L w b a w w y w w b
−

 = − + −   (2.24) 

โดยที่ 0; 1,2,...,i i N  =  
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สมการที่ (2-24) ถูกน ามาค านวณหาอนุพันธ์ (Differential) เพ่ือหาค่า
น้ าหนักท่ีดีที่สุด (w) 

1

( , , )
0

N

i i i

i

L w b
w y x

w




=


= − =


  (2.25) 

1

( , , )
0

N

i i

i

L w b
w y

b




=


= − =


  (2.26) 

หลังจากได้สมการที่ผ่านการแก้ปัญหาด้วยฟังก์ชันลากรานจ์แล้วค่า w จะ
ถูกลดรูปซึ่งค านวณได้จากสมการที่ (2-27) 

1

N

i i i

i

w y x
=

=  (2.27) 

เนื่องจากค่า b ไม่ปรากฏในการแก้ปัญหาด้วยลากรานจ์ ดังนั้นจึงสามารถ
หาได้จากสมการที่ (2-28) 

1 1max ( ) min ( )

2

i i

T T

y i y iw x w x
b

= =+
= −  (2.28) 

จากนั้นน าค่า w ที่แก้ไขปัญหาไว้ไปแทนในสมการที่ (2-18) ซึ่งเป็นสมการ

ในการหาเส้นแบ่งจากสมการที่ (2-29) เป็นการหาค่าสัมประสิทธิ์ α เพ่ือน ามาใช้บอกการวางตัวของ
เส้นแบ่งข้อมูลต่อไป 

1

( ) 1 0
N

T

i i i i

i

y y x x b
=

 
+ −  

 
  (2.29) 

การค านวณซัพพอร์ตเวกเตอร์แมชชีนที่กล่าวมาข้างต้นเป็นการค านวณใน
กรณีท่ีข้อมูลไม่เกิดข้อผิดพลาด ซึ่งอาจเกิดข้อผิดพลาดในการแบ่งข้อมูล เนื่องจากบางครั้งอาจมีข้อมูล
บางตัวที่วางอยู่ผิดกลุ่มออกไป ท าให้เกิดข้อผิดพลาดในการแบ่งข้อมูลได้ การแก้ปัญหานี้คือ การยอม
ให้มีการเกิดข้อผิดพลาดนี้ได้ในระยะหนึ่งที่ยอมรับได้ ซึ่งค่านั้นเรียกว่า เวกเตอร์อนุโลม (Slack 
Vector) ดังแสดง 

 
ภาพที่ 2-12 การเกิดเวกเตอร์อนุโลม (Slack Vector) 
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เมื่อน าค่าเวกเตอร์อนุโลมเข้ามาในสมการที่  (2-18) ซึ่งเป็นขั้นการ
แก้ปัญหาด้วยลากรานจ์ท าให้เกิดตัวแปร C ขึ้นซึ่งก็เป็นค่าคงที่ค่าหนึ่ง ดังสมการที่ (2-30) 

( )( )2

1 1

1
( , , , ) ( . ) . 1

2 2

N N

i i i i i i

i i

C
L w b w w y w w b    

= =

 = + − + − +    (2.30) 

จากนั้นสมการที่ (2-30) ถูกน ามาหาอนุพันธ์ (Differential) เช่นเดียวกับ 
ขั้นตอนในวิธีการแก้สมการที่ (2-18) 

1

( , , , )
0

N

i i i

i

L w b
w y x

w

 


=


= − =


  (2.31) 

( , , , )
0

L w b
C

 
 




= − =


 (2.32) 

1

( , , , )
0

N

i i

i

L w b
w y

b

 


=


= − =


  (2.33) 

โดยที่ ξ คือ เวกเตอร์อนุโลม ซึ่งเมื่อได้สมการที่ผ่านการแก้ปัญหาด้วย

ลากรานจ์แบบมีค่าเวกเตอร์อนุโลมแล้ว ค่า w ยังคงเป็นเช่นเดิมแต่จะได้ขอบเขตของ α ขึ้นมา ดัง
สมการที่ (2-34) 

1

N

i i i

i

w y x
=

=  (2.34) 

เมื่อ C ≥α ≥ 0 ดังนั้นค่า C จึงเป็นพารามิเตอร์อีกค่าหนึ่งที่จะต้อง

ก าหนดขึ้นมาเพ่ือใช้หาค่าสัมประสิทธิ์ α ซึ่งค่านี้จะช่วยลดความผิดพลาดที่เกิดขึ้น ท าให้เพ่ิม
ประสิทธิภาพในการแบ่งกลุ่มข้อมูล 

(2) ซัพพอร์ตเวกเตอร์แมชชีนแบบไม่เป็นเชิงเส้น ในกรณีที่ข้อมูลสองกลุ่ม
ไม่สามารถใช้สมการเชิงเส้นในการแบ่งข้อมูลได้นั้น จะมีการแก้ไขปัญหาดังกล่าว โดยการเปลี่ยนแปลง
มิติของข้อมูลให้สูงขึ้น เพ่ือให้เกิดการเรียงตัวของข้อมูลใหม่หรือเรียกว่า ปริภูมิลักษณะมิติสูง (High 
Dimensional Feature Space) โดยจะท าการแปลงข้อมูลเวกเตอร์ไปยังปริภูมิลักษณะมิติสูง โดยใช้
ฟังก์ชันเคอร์เนล (Kernel) ซึ่งฟังก์ชันเคอร์เนลที่ได้รับความนิยมมี 3 เทคนิค ได้แก่ ฟังก์ชันพหุนาม 
(Polynomial) ฟังก์ชันฐานเชิงรัศมี (Radial Basis Function) และ ฟังก์ชันซิกมอยด์ในเคอร์เนล คือ 
การคูณกันของชุดเวกเตอร์ของ x ใด ๆ 

( , ) ,T

i j i jk x x x x=  (2.35) 

ฟังก์ชันพหุนาม (Polynomial) มีสมการดังนี้ 

( )( , ) , 1
d

i j i jk x x x x= +  (2.36) 

โดยที่ d เป็นจ านวนเต็มใด ๆ 
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ฟังก์ชันฐานเชิงรัศมี (Radial Basis Function) มีสมการดังนี้ 
2

2
( , ) exp

2

i j

i j

x x
k x x



 −
 = −
 
 

 (2.37) 

เมื่อσ คือค่าพารามิเตอร์ ฟังก์ชันซิกมอยด์ มีสมการดังนี้ 

( )( , ) tanh ,i j i jk x x k x x = +  (2.38) 

เมื่อ k และ μ เป็นค่าพารามิเตอร์ 
จากสมการของเคอร์เนลสามารถที่จะแทนลงไปในต าแหน่งของ xi

Txjใน
สมการที่ (2-29) โดยเขียนเป็นสมการใหม่ได้ดังสมการที่ (2-39) สมการนี้ใช้ในขั้นตอนที่จะเรียนรู้ว่า
จะวางต าแหน่งเส้นแบ่งไว้ที่ต าแหน่งใดโดยท างานร่วมกับเคอร์เนล เพ่ือแปลงให้ข้อมูลที่ยากต่อการ
แบ่งแบบเชิงเส้นสามารถแบ่งได้เมื่อถูกท าให้เป็นข้อมูลแบบมิติสูง (Higher Dimension) ดังนั้นจึงมีอีก
สมการหนึ่งที่ใช้ค่า w และ b เดิมมาจัดต าแหน่งของข้อมูลเพ่ือที่ให้ทราบว่าข้อมูลนั้นเป็นกลุ่มใด 
ก าหนดได้ดังสมการที่ (2-40) 

1

( , ) 1 0
N

i i i i i j

i

y y K x x b
=

 
+ −  

 
  (2.39) 

1

( ) sgn ( , )
N

i i i i j

i

f x y K x x b
=

 
= + 

 
  (2.40) 

3) การวิเคราะห์การถดถอยโลจิสติก (Logistic Regression Analysis) 
การวิเคราะห์การถดถอยโลจิสติก [16, 31, 35, 40, 45] เป็นเทคนิคทางสถิติที่วิเคราะห์ตัว

แปรเชิงพหุแบบหนึ่ง ซึ่งใช้ในการท านายความน่าจะเป็น จากศึกษาความสัมพันธ์ระหว่างตัวแปรอิสระ 
และตัวแปรตาม เพ่ือน าสมการที่ได้ไปประมาณ หรือพยากรณ์ตัวแปรตาม เมื่อก าหนดค่าตัวแปรอิสระ 
ซึ่งเป็นแนวคิดเช่นเดียวกับการวิเคราะห์เชิงเส้น (Linear Regression) [31, 34] โดยการวิเคราะห์การ
ถดถอยโลจิสติกสามารถจ าแนกออกตามคุณลักษณะได้ 2 ชนิด ดังนี้ 

การถดถอยโลจิสติกทวินาม (Binary Logistic Regression) เป็นการวิเคราะห์ที่มีตัวแปรตาม
เป็นแปรเชิงกลุ่มที่มีค่าได้เพียง 2 ค่า (Dichotomous Variable) ตัวอย่างเช่น เพศชาย/เพศหญิง เป็น
โรคมะเร็ง/ไม่เป็นโรคมะเร็ง เป็นรายงานจุดบกพร่อง/ไม่เป็นรานงานจุดบกพร่อง เป็นต้น ส่วนตัวแปร
อิสระอาจมีเพียงหนึ่งตัว หรือหลายตัวก็ได้ 

การถดถอยโลจิสติกพหุกลุ่ม (Multinomial Logistic Regression) เป็นการวิเคราะห์ที่มีตัว
แปรตามเป็นตัวแปรเชิงกลุ่มที่มีค่ามากกว่า 2 ค่า ตัวอย่างเช่น การวิเคราะห์โรคมะเร็ง (ไม่เป็นมะเร็ง/
เป็นมะเร็งขั้นต้น/…./เป็นมะเร็งขั้นสุดท้าย) ประเภทของภาพยนตร์ (ภาพยนตร์ประเภทชีวิต/
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ภาพยนตร์ประเภทตลก/ภาพยนตร์ประเภทโรแมนติก) เป็นต้น ส่วนตัวแปรอิสระอาจมีเพียงหนึ่งตัว 
หรือหลายตัวก็ได้ ซึ่งสามารถค านวณได้จากสมการ (2.41) 

0 1 1 2 2 3 3 ...

1

n nx x x x
e

Y
e

    + + + + +

=
+

 (2.41) 

หรือ 

0 1 1 2 2 3 3( ... )

1

1 n nx x x x
Y

e
    − + + + + +

=
+

 (2.42) 

โดยที่ Y คือ  ความน่าจะเป็นตัวแปรตาม 
xi คือ  ค่าของตัวแปรอิสระตัวที่ i 
βi คือ  ค่าสัมประสิทธิ์การถดถอยของตัวแปรอิสระตัวที่ i ซึ่งทั่วไปค านวณด้วย

เทคนิคความน่าจะเป็นสูงสุด (Maximum Likelihood) 

𝑒 คือ  ค่าคงที่ ซึ่งมามาจาก natural log ซึ่งมีค่าประมาณ 2.71828 

4) แรนดอมฟอร์เรส (Random Forest) 
แรนดอมฟอร์เรส [35] ค านี้มาจาก Random Decision Forests  ซึ่งถูกเสนอครั้งแรก โดย 

Tin Kam Ho จาก Bell Labs ในปี 1995 ต่อมาภายหลังวิธีการนี้ได้ถูกขยายและจัดท าให้เป็นรูปแบบ
ทั่วไปมากขึ้นโดย Leo Breiman ซึ่งวิธีการนี้จะรวมเอาความคิดของวิธีการ bagging ของ Leo 
Breiman และ การเลือกแบบสุ่มของคุณลักษณะ ของ Tim Kam Ho และ Yali Amit และ Donald 
Geman เพ่ือสร้างกลุ่มของต้นไม้ตัดสินใจที่มีการควบคุมการแปรปรวน การเลือกเชตย่อยแบบสุ่มของ
คุณลักษณะเป็น ตัวอย่างของวิธีการย่อยแบบสุ่ม 

แรนดอมฟอร์เรสจ าแนกเอนเซมเบิล ที่ประกอบไปด้วยต้นไม้ตัดสินใจหลายต้น และให้
ผลลัพธ์เป็นคลาส ที่เป็นผลลัพธ์ของคลาสจากต้นไม้แต่ละต้น อัลกอลิทึมส าหรับแรนดอมฟอร์เรสถูก
พัฒนาโดย Leo Breiman และ Adele Cutler และ “Random Forests” เป็นเครื่องหมายการค้า
ของพวกเขา 

แรนดอมฟอร์เรส เป็นส่วนประกอบของตัวท านายแบบต้นไม้ซึ่งแต่ละต้นนั้นขึ้นอยู่กับค่าของ
เวคเตอร์ที่สุ่มขึ้นมาอย่างอิสระต่อกันด้วยการกระจายแบบเดียวกันของต้นไม้ทั้งหมดที่อยู่ในป่าความ
ผิดพลาดโดยทั่วไปของป่าจะมีค่าเข้าสู่ลิมิตเมื่อจ านวนของต้นไม้ทั้งหมดอยู่ในป่ามีจ านวนเยอะขึ้น 
ความผิดพลาดโดยทั่วไปของป่าในการจ าแนกแบบต้นไม้ขึ้นอยู่กับความแข็งแรง(Strength)ของต้นไม้
แต่ละต้นในป่า และความสัมพันธ์ (Correlation) ระหว่างกัน 

การใช้เลือกสุ่มเพ่ือที่จะแบ่งโหนดที่มีอัตราความผิดพลาดที่น่าพอใจกว่าเทคนิค Adaboost 
แต่ก็มีความเป็นไปได้ท่ีจะพบข้อมูลรบกวนได้มากกว่าการประมาณการภายในควบคุมความผิดพลาดที่
เกิดขึ้น ความแข็งแรงและความสัมพันธ์ สิ่งเหล่านี้ใช้ในการแสดงการตอบสนองในการเพ่ิมขึ้นของ
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จ านวนคุณลักษณะที่ใช้ในการประมาณการภายในในการแบ่งยังถูกน ามาใช้ในการวัดความส าคัญของ
ตัวแปรอีกด้วย ความคิดเหล่านี้ต่างก็สามารถน ามาใช้ได้กับการถดถอย (regression) ด้วยเหมือนกัน 

Leo Breiman แสดงให้เห็นว่า ไม่เพียงแต่ว่าแรนดอมฟอร์เรสที่จะเป็นตัวจ าแนกที่มี
ประสิทธิภาพสูงเท่านั้นแต่ยังได้กล่าวถึงปัญหาจ านวนมากที่มีความซับซ้อนและกระทบกับ
ประสิทธิภาพของวิธีการจ าแนกแบบอ่ืนที่ขัดแย้งกับขอบเขตแอพพลิเคชันแบบต่างๆ  โดยเฉพาะไม่
ต้องการการท าให้สมมติฐานง่ายขึ้น ในเรื่องแบบจ าลองการกระจายตัวของข้อมูล และในเรื่อง
ขบวนการผิดพลาด ยิ่งไปกว่านั้นมัน ก็ง่ายต่อการรองรับประเภทของข้อมูลต่าง  ๆ ได้อย่างง่ายดาย 
และมีความคงทนสูงในการฝึกฝนด้วยขนาดของป่า ในขณะที่จ านวนของต้อนไม้ในแรนดอมฟอร์ เรส
เพ่ิมค่าความผิดพลาดทั่วไป ที่ถูกแสดงให้เห็นในงานวิจัย ได้เบนเข้าหากัน และถูกก าหนดขอบเขต 

แรนดอมฟอร์เรสเป็นตัวจ าแนกที่ประกอบไปด้วยชุดของตัวจ าแนกที่มีโครงสร้างแบบต้นไม้ 
โดยเป็นเวกเตอร์แบบสุ่มที่มีการกระจายที่เป็นอิสระต่อกันโดยสิ้นเชิง และต้นไม้ทุกต้นจะมีหนึ่งโหวต
ส าหรับคลาสที่นิยมมากที่สุด ที่น าเข้าเวกเตอร์จ านวน x ครั้ง โดยที่ h คือ x คือเวกเตอร์น าเข้า n คือ
จ านวนของตัวอย่างในชุดข้อมูลสอน 

 
ภาพที่ 2-13 โครงสร้างโดยทั่วไปของแรนดอมฟอร์เรส 

กฎที่ว่าด้วยจ านวนมากหรือการเพ่ิมขึ้นของต้นไม้ในป่าแสดงให้เห็นว่าการเกิดความ
เฉพาะเจาะจงไม่ได้เป็นปัญหาแต่อย่างใด 

มีงานวิจัยบางงานได้บอกว่าแรนดอมฟอร์เรสนั้น เกิดความผิดพลาดแบบทั่วไปน้อยกว่า
วิธีการอ่ืน อย่างเช่น วิธีการเลือกแบ่งแบบสุ่มท าได้ดีกว่าวิธีการแบกกิ้งการท าให้ความถูกต้องดีขึ้ น
จะต้องมีการลดค่าความสัมพันธ์ ในขณะเดียวกันก็ต้องรักษาความแข็งแรงเอาไว้ด้วย  โดยที่น ามา
ศึกษาประกอบไปด้วยการใช้วิธีการเลือกอินพุตแบบสุ่ม หรือใช้ส่วนประกอบจากอินพุตที่ทุกโหนดใน
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การสร้างต้นไม้ผลลัพธ์ของป่า ที่ให้ความถูกต้องแม่นย าที่เปรียบเทียบได้กับเอดาบูท (Adaboost) 
กระบวนการนี้มีคุณลักษณะที่น่าพอใจดังนี้ 

1. ความถูกต้องดีเทียบเท่ากับเอดาบูท หรือดีกว่าในบางครั้ง 
2. ค่อนข้างมีความคงทนต่อข้อมูลที่มีค่าผิดปกติ และ ข้อมูลรบกวน 
3. เร็วกว่าแบงกิง หรือ บูสต์ติง 
4. ให้ประโยชน์ในการประมาณภายในของความผิดพลาด, ความแข็งแรง, ความสัมพันธ์ 

และ ความส าคัญของตัวแปร 
5. ง่ายและท าให้ขนานได้อย่างง่าย 

อัลกอริทึมในการเรียนรู้แรนดอมฟอร์เรส ต้นไม้แต่ละต้นจะสร้างขึ้นโดยใช้ขั้นตอน
ดังต่อไปนี้ 

1. ให้ N เป็นจ านวนของกรณีฝึกฝนและ M เป็นจ านวนของตัวแปรในการจ าแนก 
2. ให้ m เป็นจ านวนของตัวแปรอินพุตที่ใช้ก าหนดการตัดสินใจที่โหนดของต้นไม้โดยที่ 

m ควรจะน้อยกว่า M มาก 
3. เลือกชุดของการเรียนรู้ส าหรับต้นไม้โดยการเลือก N ครั้งด้วยการแทนที่จาก N กรณี

ฝึกฝนทั้งหมด (ใช้ตัวอย่าง บูตสแตรป) ใช้ส่วนที่เหลือของกรณีเพ่ือประเมินความผิดพลาดของต้นไม้ 
โดยการท านาย 

4. ส าหรับแต่ละโหนดของต้นไม้ ให้สุ่มเลือกตัวแปร m บนพ้ืนฐานการตัดสินใจที่โหนด
นั้น ค านวณการแบ่งท่ีดีที่สุดบนพื้นฐานตัวแปร m นั้นในชุดข้อมูลสอน 

5. ต้นไม้แต่ละต้นจะต้องเติบโตอย่างเต็มที่ และต้องไม่มีการตัดก่ิง 

2.4 การประเมินประสิทธิภาพ (Evaluation) 

การประเมินประสิทธิภาพของแบบจ าลองในการจ าแนกข้อมูลเป็นส่วนส าคัญในการท าเหมือง
ข้อมูล เนื่องจากการประเมินประสิทธิภาพของแบบจ าลอง ซึ่งเป็นตัวชี้วัดความน่าเชื่อถือของ
แบบจ าลองที่สร้างขึ้น โดยวิธีที่นิยมใช้ในการประเมินประสิทธิภาพแบบจ าลองวิธีหนึ่งคือ คอนฟิวชัน
เมตริกซ์ (Confusion Matrix) [31, 35]  

คอนฟิวชันเมตริกซ์ เป็นการประเมินประสิทธิภาพแบบจ าลองจากการใช้ข้อมูลจริงที่ได้รับ
การจ าแนกข้อมูลอย่างถูกต้องไว้แล้ว และข้อมูลการจ าแนกที่ได้จากการท านายด้วยเทคนิคที่ใช้ใน
ระบบ โดยสามารถประเมินได้หลายค่า ขึ้นอยู่กับข้อมูลที่ต้องการประเมิน ซึ่งเมตริกซ์สามารถใช้วัด

ประสิทธิภาพ ได้ดังตารางที่ 2-5 
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ตารางที่ 2-5 ตารางคอนฟิวชันเมตริกซ์ 
 Predicted 

Positive Negative 

Actual 
Positive TP FN 
Negative FP TN 

จากตารางความคลาดเคลื่อน เพ่ือความสะดวกในการค านวณ ซึ่งจะแทนที่ด้วยจ านวนความถี่
ที่อัลกอริทึมท านาย และความถ่ีที่ผลลัพธ์เกิดขึ้นจริง โดยที่ 

TP (true positive) คือ จ านวนของผลลัพธ์ที่ท านายว่าจริง และผลลัพธ์นั้นเป็นจริง  
TN (true Negative) คือ จ านวนของผลลัพธ์ที่ท านายว่าไม่จริง แต่ผลลัพธ์นั้นไม่เป็นจริง  
FP (false positive) คือ จ านวนของผลลัพธ์ที่ท านายว่าจริงแต่ผลลัพธ์นั้นไม่เป็นจริง  
FN (false Negative) คือ จ านวนของผลลัพธ์ที่ท านายว่าไม่จริงแต่ผลลัพธ์นั้นเป็นจริง 
จากตาราง Confusion Matrix สามารถประเมินประสิทธิภาพของแบบจ าลองตามค่า

มาตรฐานต่าง ๆ ได้ดังนี้ 
ค่าความถูกต้อง (Accuracy) คือ ค่าที่แสดงว่าแบบจ าลองสามารถท านายได้ถูกต้องมากน้อย

เท่าใด โดยเปรียบเทียบกับอัตราส่วนของข้อมูลทั้งหมด ดังสมการที่ (2.43) 

 TP TN
Accuracy

TP FN FP TN

+
=

+ + +
 (2.43) 

ค่าความระลึก (Recall) คือ ค่าที่แสดงถึงการท านายข้อมูลที่เป็นจริง เทียบกับอัตราส่วนของ
ข้อมูลที่เป็นจริงทั้งหมด ดังสมการที่ (2.44) 

 TP
Recall

TP FN
=

+
 (2.44) 

ค่าความแม่นย า (Precision) คือ ค่าที่แสดงถึงข้อมูลที่ท านายว่าจริง ถูกต้องเป็นอัตราส่วน
เท่าใด เมื่อเทียบกับข้อมูลที่ท านายว่าจริง ดังสมการที่ (2.45) 

TP
Precision

TP FP
=

+
 (2.45) 

ค่าเอฟ (F-measure) คือ ค่าที่แสดงถึงข้อมูลที่ท านายว่าจริง ถูกต้องเป็นอัตราส่วนเท่าใด 
เมื่อเทียบกับข้อมูลที่ท านายว่าจริง ดังสมการที่ (2.46) 

2 Recall Precision
F measure

Recall Precision

 
− =

+
 (2.46) 
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2.4 งานวิจัยท่ีเกี่ยวข้อง 

Antoniol และคณะ [17] เป็นวิจัยแรกที่ได้ศึกษาเกี่ยวกับรายงานจุดบกพร่องที่ไม่สามารถจัด
ประเภทได้ ซึ่งน าไปสู่เป็นคัดแยกจุดบกพร่องของซอฟต์แวร์จากสิ่งที่ไม่ใช่จุดบกพร่องของซอฟต์แวร์ 
โดยผู้วิจัยได้การเก็บรวบรวมรายงานจุดบกพร่องจากโอเพ่นซอร์ส 3 โอเพนซอร์ส ได้แก่ Eclipse 
จ านวน 10,386 รายงาน Mozilla จ านวน 92,858 รายงาน และ JBoss จ านวน 3,207 รายงาน ซึ่ง
ผู้วิจัยได้ใช้ข้อมูลในส่วนสรุป (Summary) ค าอธิบายรายงานจุดบกพร่อง (Description) และข้อความ
คิดเห็นเกี่ยวกับรายงาน (Discussion) จากรายงานจุดบกพร่องที่สถานะของรายงานมีสถานะของ
รายงานเป็น “Verified” หรือ “Resolved” โดยได้ท าการคัดเลือกรายงานจากแต่ละโอเพ่นซอร์
สจ านวน 600 รายงานด้วยตัวเอง โดยมีกระบวนการในการศึกษาประกอบด้วย การเตรียมข้อมูล เช่น 
การตัดส่วนขยาย(Stemming) การก าจัดเครื่องหมายวรรคตอน (Punctuation) และแปลงให้อยู่ใน
รูปแบบเวกเตอร์สเปซโมเดลโดยใช้ความถี่ของค าที่ปรากฎ (Term Frequency: TF) และการสร้าง
แบบจ าลองการจ าแนกรายงานจุดบกพร่อง ซึ่งผู้วิจัยได้เปรียบเทียบเทคนิคที่ใช้ในการจ าแนกรายงาน
จุดบกพร่อง 3 อัลกอริทึม ได้แก่ นาอีฟเบย์ ต้นไม้ตัดสินใจ และการถดถอยโลจิสติก โดยผลจากการ
ทดลองพบว่าเทคนิคการจ าแนกด้วยอัลกอริทึมถดถอยโลจิสติกส์ ให้ความแม่นย าในการจ าแนกดีที่สุด 
รองลองมาคือ นาอีฟเบย์ และต้นไม้ตัดสินใจ ตามล าดับ ยกเว้นในการทดลองกับรายงานจุดบกพร่อง
ของซอฟต์แวร์ JBoss :ที่อัลกอริทึมต้นไม้ตัดสินใจ และนาอีฟเบย์มีประสิทธิภาพที่ดีกว่าอัลกอริทึม
การถดถอยโลจิสติกส์ 

Herzig และ คณะ [15] ได้ศึกษาเก่ียวกับรายงานจุดบกพร่องที่ไม่สามารถจ าแนกจุดบกพร่อง
ได้ โดยผู้วิจัยได้ใช้เวลากว่า 90 วัน ในการจ าแนกรายงานจุดบกพร่องจากระบบติดตามจุดบกพร่อง
ของ JIRA จ านวน 7,401 รายงานด้วยตนเอง ซึ่งเป็นรายงานจุดกบพร่องจาก 5 โอเพ่นซอร์ส ได้แก่ 
HTTPClient, Jackrabbit, Lucene-Java, Rhino และ Tomcat5 โดยจากการศึกษาสามารถสรุปได้
ดังนี้ 

1. รายงานจุดบกพร่องที่จัดประเภทรายงานจุดบกพร่องไม่ถูกต้องมีจ านวนมากกว่า 
42.6%  

2. รายงานจุดบกพร่องที่ไม่เป็นจุดบกพร่องของซอฟต์แวร์ หรือรายงานจุดบกพร่องที่ไม่ได้
เกิดจากความผิดพลาดของซอสโค้ด (Source Code) มีจ านวน 33.8% ของรายงานที่ศึกษาท้ังหมด 

3. มีรายงานจุดบกพร่องที่ไม่เคยเกิดจุดบกพร่องดังที่ระบุในรายงานจ านวน 39% ของ
รายงานจุดพร่องที่ศึกษา 

Pingclasai และ คณะ [26] ได้ศึกษาต่อจากงานวิจัยของ Herzig [15] ซึ่งเป็นการจ าแนก
รายงานจุดบกพร่องด้วยตนเอง ดังนั้น ผู้วิจัยจึงได้น าเสนอการจ าแนกรายงานจุดบกพร่องออกเป็น
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รายงานที่เป็นจุดบกพร่องของซอฟต์แวร์ และรายงานที่ไม่ใช่จุดบกพร่องจุดบกพร่องของซอฟต์แวร์
โดยใช้เทคนิค Topic Modeling โดยมีกระบวนการในการเตรียมข้อมูลได้แก่ การก าจัด HTML Tags 
การก าจัดเครื่องหมายวรรคตอน การตัดส่วนขยาย และใช้เทคนิค Latent Dirichlet Allocation 
(LDA) ในการสร้างแบบจ าลอง Topic ซึ่งเป็นการแปลงให้อยู่ในรูปของเวกเตอร์ แล้วจึงน าไปสร้าง
แบบจ าลองการจ าแนกรายงานจุดบกพร่อง โดยผู้วิจัยเปรียบเทียบประสิทธิภาพของการจ าแนก
รายงานจุดบกพร่องด้วยเทคนิค Topic-Based และเทคนิค Word-Based ด้วย 3 อัลกอริทึม ได้แก่ 

นาอีฟเบย์ ต้นไม้ตัดสินใจ และการถดถอยโลจิสติก ซึ่งให้ผลดังตารางที่ 2-6 

ตารางที่ 2-6 ค่าเอฟของการจ าแนกรายงานจุดบกพร่อง 

 นาอีฟเบย์ ต้นไม้ตัดสนิใจ การถดถอยโลจิสตกิ 

HTTPClient Jackrabbit Lucene HTTPClient Jackrabbit Lucene HTTPClient Jackrabbit Lucene 

Word-base 0.702 0.690 0.761 0.666 0.619 0.475 0.753 0.711 0.774 

Topic-base 0.720 0.715 0.805 0.742 0.738 0.782 0.725 0.762 0.803 

จากการตารางพบได้ว่าเทคนิค Topic-Based มีประสิทธิภาพในการจ าแนกรายงาน
จุดบกพร่องที่ดีกว่าเทคนิค Word-Based  

Zhou และ คณะ [27] ได้น าเสนอกระบวนการในการจ าแนกรายงานจุดบกพร่องระหว่าง
รายงานจุดบกร่อง และรายงานที่ไม่ใช่รายงานจุดบกพร่อง โดยใช้เทคนิคเหมืองข้อความร่วมกับ
เทคนิคเหมืองข้อมูล ซึ่งมีกระบวนการ คือ ใช้เทคนิคเหมือนข้อความในการท านายความเป็นรายงาน
จุดบกพร่องจากข้อความที่มีในส่วนสรุปของรายงานจุดบกพร่องซึ่งถือเป็นข้อมูลที่ไม่มีโครงสร้าง 
(Unstructured Data) ด้วยอัลกอริทึมนาอีฟเบย์ท านายความเป็นจุดบกพร่องออกเป็น 3 ระดับ ได้แก่ 
ระดับสูง (Hight) ระดับกลาง (Middle) และระดับต่ า (Low) โดยผลที่ได้อยู่ในรูปแบบข้อมูลที่มี
โครงสร้าง (Structured Data) ซึ่งสามารถน าไปประมวลผลด้วยเทคนิคเหมืองข้อมูลร่วมกับข้อมูลอื่น
ในรายงาน เช่น ความรุนแรง (Severity) ความส าคัญ (Priority) ส่วนประกอบ (Component) เป็น
ต้น โดยอัลกอริทึมเครือข่ายงานแบบเบย์. (Bayesian Network) โดยในการศึกษาได้ใช้ข้อมูลรายงาน
จุดบกพร่องจ านวน 3,220 รายงาน จาก 5 โอเพ่นซอร์ส ได้แก่ Mozilla (Core), Eclipse, JBoss, 
Mozilla (Firefox) และ OpenFOAM ซึ่งมีกระบวนการเตรียมข้อมูลประกอบด้วย การก าจัดค าหยุด 
การก าจัดเครื่องหมายวรรคตอน และการตัดส่วนขยาย โดยจากการศึกษาพบกว่าการจ าแนกรายงาน
จุดบกพร่องด้วยเทคนิคเหมืองข้อความร่วมกับเทคนิคเหมืองข้อมูลมีค่าความแม่นย าอยู่ระหว่าง 0.80 
ถึง 0.94 ค่าความระลึกอยู่ระหว่าง 0.81 ถึง 0.94 และมีค่าเอฟอยู่ระหว่าง 0.80 ถึง 0.94 ซึ่งมี
ประสิทธิภาพที่ดีกว่าการใช้เทคนิคเหมืองข้อความเพียงอย่างเดียว หรือการใช้เทคนิคเหมืองข้อมูล
เพียงอย่างเดียว 
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Yadav และ Pal [46] ได้น าเสนอการเปรียบเทียบอัลกอริทึมส าหรับการตรวจจับ และคัด
แยกรายงานจุดบกพร่อง โดยอัลกอริทึมที่น าเปรียบเทียบได้แก่ J48, ID3 และ Naïve Bayes ในการ
เตรียมข้อมูลผู้วิจัยได้ใช้ข้อมมูลรายงานจุดบกพร่องทดลองจ านวน 61 รายงาน แบ่งเป็นข้อมูลที่เป็น
จุดบกพร่องของซอฟต์แวร์ (Bug) 6 ฉบับ และข้อมูลที่ไม่ใช่จุดบกพร่องของโปรแกรม (non Bug) 55 
ฉบับ และใช้โปรแกรม Microsoft Excel 2010 และ Microsoft Word 2010 ในการออกแบบ
ฐานข้อมูล เพ่ือให้ได้ข้อมูลที่อยู่ในรูปของไฟล์ CSV (Comma-separated values) แล้วน าไปท าการ

ทดลองบนโปรแกรม Weka ซึ่งผลที่ได้ผลดังตารางที่ 2-7 ซึ่งสามารถสรุปได้ว่า อัลกอริทึม J48 มี
สามารถท างานได้ดีที่สุด โดยสามารถจ าแนกได้โดยไม่มีข้อผิดพลาด และมีความแม่นย า 100 
เปอร์เซ็นต์ ในขณะที่อัลกอริทึม Naïve Bayes สามารถจ าแนกได้อย่างถูกต้อง 100 เปอร์เซ็นต์ แต่ยัง
พบว่าข้อผิดพลาดอยู่บ้าง และอัลกอริทึม ID3 มีความแม่นย าในการจ าแนกอยู่ที่ 95 เปอร์เซ็นต์ และ
ในส่วนของเวลาในการประมวลผลพบว่าอัลกอริทึม Naïve Bayes ใช้เวลาน้อยกว่าอีกสองอัลกอริทึม
ที่กล่าวมาข้างต้น 

ตารางที่ 2-7 ผลการทดลองการเปรียบประสิทธิภาพอัลกอริทึม J48, ID3 และ นาอีฟเบย์ 
 J48 ID3 Naïve Bayes 

sCorrectly classified Instances  100% 95.08% 100% 

Relative absolute error  0 0 0.27% 

Root relative square error  0 0 0.84% 

Time taken (second)  0.02 0.02 0 

Pandey และ คณะ [28] ได้น าเสนอการจ าแนกรายงานจุดบกพร่องจากระบบติดตาม
รายงานจุดบกพร่องแบบอัตโนมัติ โดยจ าแนกออกเป็นรายงานจุดบกพร่อง และไม่ใช่รายงาน
จุดบกพร่อง โดยการศึกษาเปรียบเทียบอัลกอริทึมที่ในการจ าแนกรายงานจุดบกพร่อง ได้แก่ 
อัลกอริทึมนาอีฟเบย์ อัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีน อัลกอริทึมการถดถอยโลจิสติก และ
อัลกอริทึมการวิเคราะห์การจ าแนกเชิงเส้น (Linear Discriminate Analysis) โดยใช้ข้อมูลในส่วน
สรุปของรายงานจุดบกพร่องของโอเพ่นซอร์ส HTTPClient และ Lucene จ านวน 500 รายงาน จาก
งานวิจัย [15] โดยมีกระบวนการในการเตรียมข้อมูลซึ่งประกอบด้วยการก าจัดค าหยุด การตัดส่วน
ขยาย และการแปลงให้อยู่ ในรูปของเวกเตอร์สเปซโมเดลด้วยเทคนิคความถี่ของค า ( Term 
Frequency: TF) เช่นเดียวกับงานวิจัย [15] ซึ่งจากการศึกษาพบว่าแบบจ าลองที่สร้างด้วยอัลกอริทึม
นาอีฟเบย์สามารถจ าแนกรายงานจุดบกพร่องได้zโดยมีค่าเอฟอยู่ระหว่าง 0.61-0.76 และ
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อัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีนมีค่าเอฟอยู่ระหว่าง 0.71-0.72 ซึ่งมีประสิทธิภาพในการจ าแนก
รายงานจุดบกพร่องสูงกว่าแบบจ าลองอ่ืนที่ศึกษา 

ในปีเดียวกัน Pandey และคณะ [16] ได้ขยายงายวิจัยของตนต่อเดิม โดยการใช้รายงาน
จุดบกพร่องจ านวน 5,587 รายงาน ซึ่งเป็นรายงานจุดบกพร่องจากงานวิจัย [15] โดยเปรียบเทียบ
อัลกอริทึมในการจ าแนกรายงานจุดบกพร่องจ านวน 5 อัลกอริทึม คือ อัลกอริทึมการวิเคราะห์การ
จ าแนกเชิง เส้น (Linear Discriminate Analysis) อัลกอริทึม เ พ่ือนบ้านใกล้ เคียง (K-nearest 
neighbors) อัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีน อัลกอริทึมต้นไม้ตัดสินใจ และ แรนดอมฟอเรส 
(Random Forest) ซึ่งพบว่าแบบจ าลองที่สร้างด้วยอัลกอริทึมแรนดอมฟอเรส และอัลกอริทึม 
ซัพพอร์ตเวกเตอร์แมชชีนมีประสิทธิภาพในการจ าแนกรายงานสูงกว่า อัลกอริทึมอ่ืน โดยมีค่าความ
ถูกต้องในการจ าแนกสูงถึง 0.83 

Nizamani และ คณะ [29] ได้เสนอการท านายประเภทของรายงานจุดบกพร่องว่ารายงานที่
มีการส่งเข้ามาในระบบติดตามรายงานจุดบกพร่องเป็นรายงานของจุดบกพร่องที่ควรได้รับการ
ปรับปรุง (Approved) หรือเป็นรายงานที่ควรก าจัดทิ้ง (Reject) ด้วยอัลกอริทึมนาอีฟเบย์ โดยผู้วิจัย
ได้ใช้รายงานจุดบกพร่องที่มีสถานะ “Resolution” จ านวน 41,635 รายงาน จากระบบติดตาม
จุดบกพร่อง 35 โอเพ่นซอร์ส ซึ่งมีกระบวนการเตรียมข้อมูลได้แก่ การตัดค าโดยใช้พจนานุกรม การ
เปลี่ยนค าให้อยู่ในรูปแบบดั้งเดิม การก าจัดเครื่องหมายวรรคตอน การก าจัดตัวเลข และแปลงให้อยู่ใน
รูปของเวกเตอร์ด้วยเทคนิค TF และประเมินประสิทธิของการจ าแนกรายงานจุดบกพร่อง ด้วยการ
เปรียบเทียบกับ 4 อัลกอริทึม ได้แก่ นาอีฟเบย์ ซัพพอร์ตเวกเตอร์แมชชีน แรนดอมฟอเรส และการ

ถดถอยโลจิสติก ซึ่งให้ผลโดยเฉลี่ยดังตารางที่ 2-8 

ตารางที่ 2-8 ผลการทดลองการเปรียบประสิทธิภาพอัลกอริทึม 4 อัลกอริทึม 
 ค่าความถูกต้อง ค่าความแม่นย า ค่าความระลึก ค่าเอฟ 

นาอีฟเบย์ 89.25% 84.99% 63.26% 72.53% 

ซัพพอร์ตเวกเตอร์แมชชีน 76.73% 56.76% 21.97% 31.50% 

การถดถอยโลจิสติก 71.36% 41.38% 27.74% 31.94% 

แรนดอมฟอเรส 71.84% 46.47% 33.18% 38.71% 

จากตารางที่ 2-8 จะเห็นได้ว่านาอีฟเบย์มีประสิทธิภาพในการจ าแนกรายงานจุดบกพร่องได้
ดีกว่าอัลกอริทึมอ่ืน แต่มีข้อเสียคือใช้เวลาในการจ าแนกรายงานจุดบกพร่องมากท่ีสุด 

Terdchanakul และ คณะ [43] ได้น าเสนอเทคนิคในการจ าแนกรายงานจุดบกพร่อง และ
ไม่ใช่รายงานจุดบกพร่อง โดยเทคนิค N-Gram IDF ซึ่งเป็นเทคนิคการสกัดคคุณลักษณะ (Feature) 
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และให้น้ าหนักคคุณลักษณะ ซึ่งผู้วิจัยได้ท าการศึกษาโดยท าการเปรียบเทียบประสิทธิภาพเทคนิค N-
Gram IDF และเทคนิค Topic Base ด้วยข้อมูลรายงานจุดบกพร่องจุดบกพร่องจาก [15] โดยใช้
อัลกอริทึมการถดถอยโลจิสติก และอัลกอริทึม Random Forest ซึ่งจากการศึกษาพบการจ าแนก
รายงานจุดบกพร่องด้วยเทคนิค N-Gram IDF มีประสิทธิภาพดีกว่าการจ าแนกรายงานจุดบกพร่อง
ด้วยเทคนิค Topic Base โดยที่ประสิทธิภาพการจ าแนกด้วยอัลกอริทึมการถดถอยโลจิสติมีค่าเอฟอยู่
ระหว่าง 0.65 ถึง 0.73 และอัลกอริทึม Random Forest มีค่าเอฟอยู่ระหว่าง 0.63 ถึง 0.69 

จากข้างต้นพบว่า การศึกษาเกี่ยวกับการจ าแนกรายงานจุดบกพร่องออกเป็น รายงานที่เป็น
จุดบกพร่องจริง และรายงานที่ไม่ใช่รายงานจุดบกพร่องนั้น ยังคงมีการด าเนินการอย่างต่อเนื่อง มา
จนถึงปัจจุบัน เนื่องจากในระบบ BTS นั้น แม้จะมีการก าหนดมาตรฐานในการรายงานเพ่ือให้ได้
รายงานจุดบกพร่องที่มีคุณภาพ แต่เทคนิคหรือกระบวนในการคัดแยกรายงานจุดบกพร่องแบบ
อัตโนมัติยังต้องการการปรับปรุงให้มีประสิทธิภาพดียิ่งขึ้น เพราะหากพิจารณาจากการงานวิจัยที่ใช้
ข้อมูลที่ดาวน์โหลดจาก BTS โดยไม่ผ่านการคัดแยกหรือกรองเอกสารด้วยมืออีกครั้ง จากการศึกษาจะ
พบว่ามีค่าเอฟ (F-measure) จะอยู่ระหว่าง 0.63 ถึง 0.68 เท่านั้น 

 



 

 

  

บทที่ 3 
วิธีกำรด ำเนินกำรวิจัย 

ในบทนี้จะอธิบายถึงชุดข้อมูลรายงานจุดบกพร่องที่ใช้ในการวิจัย และวิธีด าเนินการวิจัยใน
การจ าแนกรายงานจุดบกพร่องออกเป็นรายงานจุดบกพร่อง และรายงานที่ไม่เป็นจุดบกพร่อง ดังนี้ 

3.1 ชุดข้อมูล (Datasets) 

ในงานวิจัยนี้ได้ใช้ชุดข้อมูลรายงานจุดบกพร่องจาก 2 ระบบติดตามจุดบกพร่อง ประกอบด้วย 
ระบบติดตามจุดบกพร่อง Bugzilla และระบบติดตามจุดบกพร่อง Jira ซึ่งสามารถแบ่งชุดมูลตามการ
ใช้ในงานวิจัยได้ดังนี้ 

3.1.1 ชุดข้อมูลส าหรับการเตรียมการเบื้องต้น (Preliminary Dataset) 
ชุดข้อมูลส าหรับการเตรียมการเบื้องต้น เป็นชุดข้อมูลส าหรับใช้ในการสร้างคลังขั้วค าใช้ชุด

ข้อมูลรายงานจุดบกพร่อง Core ของ Mozilla ซึ่งเป็นโอเพนซอร์สที่เป็นส่วนประกอบพ้ืนฐาน
ซอฟต์แวร์ที่ถูกใช้งานในซอฟต์แวร์ต่าง ๆ ของ Mozilla ตัวอย่างเช่น Firefox Thunderbird และอ่ืน 
ๆ ซึ่งรวมไปจนถึงการจัดการเนื้อหาเว็บ Gecko, HTML, CSS, รูปแบบ (Layout), สคริปต์ (Scripts), 
รูปภาพ (Images), เครือข่าย (Networking) และอ่ืน ๆ [14] โดยรายงานจุดบกพร่องของ Core ถูก

แบ่งออกเป็น 138 กลุ่ม และมีรายงานจุดบกพร่องรวมมากกว่า 360,000 รายงาน ดังภาพที่ 3-1 ซึ่ง
ส า ม า ร ถ เ ข้ า ถึ ง ร า ย ง า น จุ ด บ ก พ ร่ อ ง ผ่ า น เ ว็ บ ไ ซ ต์ ไ ด้ ที่  https://bugzilla.mozilla.org/ 
describecomponents.cgi?product=Core โดยรายงานจุดบกพร่องที่ใช้เป็นรายงานที่เป็นข้อความ
ภาษาอังกฤษ ซึ่งมีสถานะตามวงจรชีวิตของจุดบกพร่อง New, Assigned, Resolved, Verified, 
Close และ Reopen เท่านั้น 
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ภาพที่ 3-1 รายการรายงานจุดบกพร่องของ Core  

ที่มา : (https://bugzilla.mozilla.org/buglist.cgi?product=Core) 

 โดยในแต่ละรายงานจุดบกพร่องจะปรากฎข้อมูล ดังภาพที่ 3-2 ซึ่งประกอบด้วยข้อมูลดัง

ตารางที่ 3-1 

ตารางที่ 3-1 ข้อมูลรายการของรายงานจุดบกพร่อง Core  
ชื่อคอลัมน์ แสดงข้อมูล ตัวอย่างเช่น 

ID หมายเลขของรายงานจุดบกพร่อง 103 
Product ชื่อของโอเพนซอร์ซ Core 
Comp ชื่อของส่วนประกอบของซอฟต์แวร์ Layout: Tables 
Assignee ชื่อของผู้ที่ท าการรายงานจุดบกพร่อง nisheeth_mozilla@yahoo.com 
Status สถานะปัจจุบันของรายงานจุดบกพร่อง  VERI 
Resolution สถานะย่อยของรายงานจุดบกพร่อง FIXE 
Summary ส่วนสรุปของรายงานจุดบกร่อง layout bug: table cell overflows 

containing cell 
Changed วันที่ท าการแก้ไข ปรับปรุงรายงาน

ล่าสุด 
2009-02-16 
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ภาพที่ 3-2 รายงานจุดบกพร่องของ Core  

ที่มา (https://bugzilla.mozilla.org/show_bug.cgi?id=103) 

ในงานวิจัยนี้ได้ใช้เฉพาะรายงานจุดบกพร่องได้รับการคัดกรองจากผู้คัดกรองรายงาน (Bug 
Triager) ซึ่งมีสถานะ (Status) ได้แก่ New, Assigned, Resolved, Verified, Close และ Reopen 
เท่านั้น โดยในงานวิจัยนี้เก็บรวบรวมข้อมูลรายงานจุดบกพร่องของ Core จากเว็บของ Mozilla ใน
รูปแบบไฟล์เอกซ์เอ็มแอล (Extensible Markup Language: xml) เนื่องจากเป็นไฟล์ที่มีโครงสร้างที่
ประกอบด้วยแท็ก (Tag) เปิด และปิด จึงง่ายต่อการท าความเข้าใจ และสะดวกต่อการเรียกใช้งาน
ข้อมูล โดยสามารถรวบรวมข้อมูลรายงานจุดบกพร่องของ Core ได้จ านวน 278,996 รายงาน ซึ่งใน

แต่ละรายงานจะมีลักษณะดังภาพที่ 3-3 
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ภาพที่ 3-3 ข้อมูลรายงานจุดบกพร่องของ Core ในรูปแบบไฟล์ .XML 

ซึ่งในการสร้างขั้วของค าในงานวิจัยนี้ใช้ข้อมูลในส่วนสรุป (Summary) ซึ่งสอดคล้องกับ

งานวิจัยที่ผ่านมาที่นิยมใช้ข้อมูลในส่วนนี้ในการด าเนินงานวิจัย [16, 17, 19, 33, 34]  

รายงานจุดบกพร่องที่รวบรวมไว้จะถูกจัดเก็บในรูปของไฟล์ .txt ซึ่งมีขนาดเล็กกว่าไฟล์ต้นฉบับ   

3.1.2 ชุดข้อมูลส าหรับการทดสอบการจ าแนกรายงานจุกบกพร่อง 
ในงานวิจัยนี้ได้ใช้ท าการทดสอบการจ าแนกรายงานจุดบกพร่องกับชุดข้อมูลจ านวน2 ชุด

ข้อมูล ดังนี้ 

1) ชุดข้อมูลรายงานจุดบกพร่อง Firefox  
ข้อมูลรายงานจุดบกพร่องของ Firefox เป็นข้อมูลรายงานจุดบกพร่องที่พบใน Firefox ของ 

Mozilla ซึ่ง Firefox เป็นเบราเซอร์ (Browser) หรือก็คือ โปรแกรมค้นดูเว็บ ซึ่งได้รับการพัฒนาโดย 
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Mozilla ปัจจุบัน Firefox เป็นเบราเซอร์ที่สามารถใช้งานได้ในหลายระบบปฏิบัติการ และยังเป็น
เบราว์เซอร์ที่นิยมอันดับ 3 รองจาก Internet Explorer และ Google Chrome [1] โดยรายงาน
จุดบกพร่องของ Firefox แบ่งออกเป็น 80 กลุ่ม และมีรายงานจุดบกพร่องรวมมากกว่า 180,000 

รายงาน ดังภาพที่ 3-4 

 
ภาพที่ 3-4 รายการรายงานจุดบกพร่องของ Firefox 

ที่มา : (https://bugzilla.mozilla.org/buglist.cgi?product=Firefox) 

โดยในแต่ละรายงานจุดบกพร่องจะปรากฎข้อมูล ดังภาพที่ 3-4 ซึ่งประกอบด้วยข้อมูลดัง

ตารางที่ 3-2 
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ตารางที่ 3-2 ข้อมูลรายการของรายงานจุดบกพร่อง Firefox 

ชื่อคอลัมน์ แสดงข้อมูล ตัวอย่างเช่น 
ID หมายเลขของรายงานจุดบกพร่อง 24278 
Product ชื่อของโอเพนซอร์ซ Firefox 
Comp ชื่อของส่วนประกอบของซอฟต์แวร์ File Handling 
Assignee ชื่อของผู้ที่ท าการรายงานจุดบกพร่อง nobody@mozilla.org 
Status สถานะปัจจุบันของรายงานจุดบกพร่อง  NEW 
Resolution สถานะย่อยของรายงานจุดบกพร่อง ---  
Summary ส่วนสรุปของจุดบกร่อง The download window is not 

resizable! 
Changed เวลาที่ท าการแก้ไข ปรับปรุงรายงานล่าสุด 2016-07-31 

ในงานวิจัยนี้ได้ใช้เฉพาะรายงานจุดบกพร่องได้รับการคัดกรองจากผู้คัดกรองรายงาน (Bug 
Triager) ซึ่งมีสถานะ (Status) ได้แก่ New, Assigned, Resolved, Verified, Close และ Reopen 
เท่านั้น โดยในแต่ละรายงานประกอบด้วยข้อมูลที่อธิบายเกี่ยวกับลักษณะของจุดบกพร่องที่พบใน 

Firefox ดังภาพที่ 3-5 
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ภาพที่ 3-5 รายงานจุดบกพร่องของ Firefox 

ที่มา (https://bugzilla.mozilla.org/show_bug.cgi?id= 24278) 

ซึ่งในงานวิจัยนี้เก็บรวบรวมข้อมูลรายงานจุดบกพร่องของ Firefox จากเว็บของ 
Mozilla ในรูปแบบไฟล์ XML เช่นเดียวกันการเก็บข้อมูลรายงานจุดบกพร่อง Core โดยสามารถ
รวบรวมข้อมูลรายงานจุดบกพร่องของ Core ได้จ านวน 149,920 รายงาน ซึ่งในแต่ละรายงานจะมี

ลักษณะดังภาพที่ 3-6  
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ภาพที่ 3-6 ข้อมูลรายงานจุดบกพร่องของ Firefox ในรูปแบบไฟล์ XML 

ซึ่งในการสร้างขั้วของค าในงานวิจัยนี้ใช้ข้อมูลในส่วนสรุป (Summary) ซึ่งสอดคล้อง
กับงานวิจัยที่ผ่านมาที่นิยมใช้ข้อมูลในส่วนนี้ในการด าเนินงานวิจัย [16, 17, 19, 33, 34]  

รายงานจุดบกพร่องที่รวบรวมไว้จะถูกจัดเก็บในรูปของไฟล์ txt ซึ่งมีขนาดเล็กกว่า
ไฟล์ต้นฉบับ  

2) ชุดข้อมูลรายงานจุดบกพร่องของ Herzig 
ชุดข้อมูลรายงานจุดพร่องของ Herzig [15] เป็นชุดข้อมูลรายงานจุดบกพร่องที่ 

Herzig และคณะ ได้ท าการเก็บรวบรวมรายงานจุดบกพร่องที่มีสถานะ RESOLVED, CLOSED, และ 
VERIFIED จาก 5 โอเพนซอร์ส ได้แก่ HttpClient, Lucene, Jackrabbit, Rhino และ Tomcat5  
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โดย Herzig และคณะ [15] คัดกรองรายงานจุดบกพร่อง และคัดแยกรายงานจุดบกพร่องด้วยตนเอง 

จึงได้เป็นรายงานจุดบกพร่องเป็นจ านวน 7,401 รายงาน ดังตารางที่ 3-3 

ตารางที่ 3-3 ชุดข้อมูล Herzig 
ระบบตดิตามจุดบกพร่อง โอเพนซอร์ส จ านวนรายงานจุดบกพร่อง 

Jira 
HttpClient 745 
Lucene 2,441 

Jackrabbit 2,401 

Bugzilla 
Rhino 1,226 

Tomcat5 584 

Herzig และคณะ [15] ได้เผยแพร่หมายเลยของรายงานจุดบกพร่องคัดกรองใน

รูปแบบไฟล์  CSV ดั งภาพที่  3-7 ซึ่ งสามารถเข้ าถึ งผ่ านเว็บไซต์ที่  https://www.st.cs.uni-
saarland.de/softevo//bugclassify/ โดยสามารถน าหมายเลยรายงานจุดบกพร่องไปใช้ในการ

ค้นหารายงานจุดบกพร่องจากระบบติดตามจุดบกพร่อง Jira ดังภาพที่ 3-8  

 

ภาพที่ 3-7 ชุดรายงานจุดบกพร่องของ Herzig ในรูปแบบไฟล์ CSV 
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ภาพที่ 3-8 ตัวอย่างรายงานจุดบกพร่องจากระบบติดaตาม Jira 

ที่มา : (https://issues.apache.org/jira/browse/HTTPCLIENT-302) 

ข้อมูลรายงานจุดบกพร่องของชุดข้อมูล Herzig ที่นิยมใช้รายงานยจุดบกพร่องจาก 
HttpClient, Lucene และ Jackrabbit ซ่ึงเป็นรายงานจุดบกพร่องจากระบบติดตามจุดบกพร่อง Jira 
ในการศึกษาการจ าแนกรายงานจุดบกพร่องออกเป็นรายงานจุดบกพร่อง และรายงานที่ไม่ใช่

จุดบกพร่อง โดยมีจ านวนรายงานจุดบกพร่อง ดังตารางที่ 3-4 โดยใช้เฉพาะข้อมูลส่วนสรุปของ
รายงานจุดบกพร่อง ซึ่งเป็นข้อความที่อธิบายของจุดบกพร่องที่พบในซอฟแวร์ เช่นเดียวกับส่วน
ค าอธิบายของรายงานจุดบกพร่อง (bug report description)  

ตารางที่ 3-4 ชุดข้อมูล Herzig จากระบบติดตามจุดบกพร่อง Jira 

โอเพนซอร์ส 
จ านวนรายงาน

จุดบกพร่องทั้งหมด 
จ านวนรายงานที่

จุดบกพร่อง 
จ านวนรายงานที่
ไม่ใช่จุดบกพร่อง 

HttpClient 745 305 440 
Lucene 2,441 697 1,744 
Jackrabbit 2,401 937 1,464 
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ซึ่งในงานวิจัยนี้เก็บรวบรวมรายงานจุดบกพร่องของชุดข้อมูล Herzig จากเว็บของ
ระบบติดตามรายงานจุดบกพร่อง Jira ในรูปแบบไฟล์เอกซ์เอ็มแอล โดยในแต่ละรายงานจะมีลักษณะ

ดังภาพที่ 3-9 

 
ภาพที่ 3-9 ข้อมูลรายงานจุดบกพร่องของ Herzig ในรูปแบบไฟล์ XML 

3.13 สรุปเกี่ยวกับข้อมูลรายงานจุดบกพร่องที่ใช้ในงานวิจัย 
ข้อมูลรายงานจุดบกพร่องที่ใช้วิจัยประกอบด้วยข้อมูลรายงานจุดบกพร่องของ Core และ

ข้อมูลรายงานจุดบกพร่องของ Firefox  ซึ่งข้อมูลใช้มีลักษณะโครงสร้างของข้อมูล และมีกระบวนการ
ในการเก็บรวบรวมข้อมูลที่เหมือนกัน แต่มีน าไปใช้ในกระบวนการที่ต่างกันซึ่งสามารถสรุปได้ดังตาราง

ที่ 3-5 
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ตารางที่ 3-5 เปรียบเทียบข้อมูลที่ใช้ในงานวิจัย 
ชุดข้อมูล จ านวนรายงาน ใช้ในกระบวนการ 

Core 12,459 รายงาน การสร้างคลังขั้วของค า 
Firefox 50,000 รายงาน การศึกษาการจ าแนกรายงานจุดบกพร่อง 
Herzig 5,587 รายงาน การศึกษาการจ าแนกรายงานจุดบกพร่อง 

3.2 กรอบการด าเนินงานวิจัย (Research Framework) 

การในการศึกษาการจ าแนกรายงานจุดบกพร่องออกเป็น รายงานจุดบกพร่อง และรายงานที่

ไม่ใช่จุดบกพร่องจะมีขั้นตอนการศึกษาดังภาพที่ 3-10 

 
ภาพที่ 3-10 ภาพรวมของกระบวนการวิจัยการ 
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จากภาพที่ 3-10 ขั้นตอนในการศึกษาการจ าแนกรายงานจุดบกพร่องจะแบ่งกระบวนการใน
การด าเนินงานเป็น 2 ส่วน ได้แก่ 

3.2.1 การเตรียมการเบื้องต้น (Preliminary) 
การเตรียมการเบื้องต้น เป็นขั้นตอนการเตรียมการก่อนเข้าสู่กระบวนการสร้างแบบจ าลอง

ด้วยการสร้างคลังขั้ว (Polarity Corpus) ของค าที่แสดงความเป็นรายงานจุดบกพร่อง และไม่เป็น
รายงานจุดบกพร่อง โดยใช้ข้อมูลรายงานจุดบกพร่องของ Core ในการสร้างคลังขั้วของค า ดังภาพที่ 

3-11  

 
ภาพที่ 3-11 ตัวอย่างข้อมูลรายงานจุดบกพร่องของ Core 

ซึ่งการเตรียมการเบื้องต้นมีข้ันตอนการด าเนินการสร้างคลังขั้วของค าแสดงความเป็นรายงาน

จุดบกพร่อง และไม่เป็นรายงานจุดบกพร่อง ดังภาพที่ 3-12 

 
ภาพที่ 3-12 การเตรียมการเบื้องต้น 

จากภาพที่ 3-12 ในการเตรียมการเบื้องประกอบด้วยกระบวนการทั้งหมด 3 ขั้นตอน ดังนี้ 
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1) การเตรียมข้อมูล (Preprocessing) 
การเตรียมข้อมูล เป็นกระบวนการในการแปลงข้อมูล ซึ่งเป็นภาษาธรรมชาติที่มนุษย์เข้าใจ 

ให้คอมพิวเตอร์เข้าใจ และสามารถน าไปประมวลผลได้ โดยในงานวิจัยนี้ได้มีขั้นตอนการเตรียมข้อมูล
ดังนี้ 

การตัดค า (Tokenization) 
การตัดค า เป็นกระบวนการในการแบ่งค าออกเป็นค า ๆ โดยในศึกษานี้ได้ใช้การตัด

ค าโดยใช้ช่องว่างระหว่างค า (Space) [23] ซึ่งเป็นเทคนิคที่ง่ายที่สุด และนิยมใช้ตัดค าในภาษาอังกฤษ 
ดังในงานวิจัย [15, 16, 19-21, 27] โดยการใช้ช่องว่างระหว่างค า (Space) เป็นตัวแบ่งค าออกเป็น

ค าๆ ดังตารางที่ 3-6  

ตารางที่ 3-6 ตัวอย่างการตัดค า 

ข้อความต้นฉบับ 
consider lowering priority of svg images to equal raster image 
preloads priority 

ตัดค าด้วยช่องว่าง 
consider | lowering | priority | of | svg | images | to | equal | 
raster | image | preloads | priority 

จากตารางที่ 3-6 จะเห็นได้ว่า เมื่อข้อความต้นฉบับผ่านการก าจัดค าหยุดจะมี
จ านวนค าลดลง โดยค าที่ถูกก าจัดได้แก่ค าว่า "of" และ "to" ซึ่งเป็นค าที่มีอยู่ในคลังค าหยุดจึงถูกตัด
ออก  

ภายหลังจากการตัดค าด้วยช่องว่างแล้ว ยังพบว่ามีค าที่มีลักษณะเป็นค า Camel 
case ซึ่งเป็นค าที่เขียนติดกันโดยไม่เว้นวรรค โดยที่ตัวแรกของค าจะเป็นตัวพิมพ์ม  ตัวอย่างเช่น 
addressBar, arrowScrollbox, IShellFolder, WebSockets เป็นต้น โดยแท้จริงแล้วไม่ได้เป็นค า
เดียว จึงต้องแยกออกจากกัน 

การก าจัดค าประเภทค านาม  
เพ่ือให้ได้คลังขั้วค าที่เป็นไม่เฉพาะเจาะจงจากรายงานจุดบกพร่องของ Core จึง

จะต้องตัดค าที่พบเฉพาะในรายงานจุดบกพร่องของ Core ออก ซึ่งส่วนมากจะเป็นค าประเภทค านาม 
(Noun) โดยในการตัดค าประเภทค านามจะเริ่มต้นโดยการระบุชนิดของค า (Past of speed tagging: 
POS Tagging) ซึ่งในงานวิจัยนี้ใช้การระบุหน้าที่ของค า โดยใช้เทคนิค Penn Treebank ในการระบุ

ค า แล้วจึงตัดค าท่ีเป็นค าประเภทค านามทิ้ง ดังตารางที่ 3-7 
  



 

 

  51 

ตารางที่ 3-7 ตัวอย่างการก าจัดค านาม 

ข้อความต้นฉบับ 
consider | lowering | priority | of | svg | images | to | equal | raster 
| image | preloads | priority 

ข้อความที่ได้รับ
การระบุหน้าที่ค า 

<consider_VB > | <lowering_JJ> | <priority_NN | <of_IN> | 
<svg_JJ> | <images_NNS> | <to_TO> | <equal_VB> | <raster_NN> 
| <image_NN> | <preloads_VBZ> | <priority_NN> 

ข้อความที่การตัด
ค านาม 

consider | lowering | of | svg | to | equal | preloads  

การท าความสะอาดข้อมูลข้อความ (Text Cleaning)  
การท าความสะอาดข้อมูลข้อความ เป็นกระบวนการในการตัดตัวอักขระ 

เครื่องหมายวรรคตอน หรือค าที่ไม่ไม่มีความหมาย โดยไม่ท าให้ความหมายของข้อความเปลี่ยน เพ่ือ
เป็นการลดขนาดของคคุณลักษณะที่ใช้ในการประมวลผล ซึ่งส่งผลต่อประสิทธิภาพในการจ าแนก
รายงานจุดบกพร่องซึ่งในงานวิจัยนี้มีกระบวนการในการท าความสะอาดข้อมูลข้อความรายงาน
จุดบกพร่อง ดังนี้ 

(1) การก าจัดเครื่องหมายวรรคตอน (Punctuation Removal) เป็น
ขั้นตอนในการตัดคคุณลักษณะที่เป็นเครื่องหมายวรรคตอนที่พบในข้ทิ้ง ตัวอย่างเช่น “!”, “?”, “#”, 
“+”, “;” เป็นต้น 

(2) การก าจัดตัว เลข (Number Removal) เป็นขั้นตอนในการตัดค
คุณลักษณะที่เป็นตัวทิ้ง  

(3) การก าจั ดตั ว อักขระเดี่ ยว  (Single Character Removal) ) เป็น
ขั้นตอนในการตัดคคุณลักษณะที่เป็นตัวอักษรเดี่ยว หรืออักขระเดี่ยวทิ้ง 

(4) ก าจัดค าหยุด (Stop word Removal) เป็นขั้นตอนในการตัดค าที่ไม่มี
นัยส าคัญ แต่เป็นค าที่ปรากฏในรายงานจุดบกพร่องอยู่ในทุกรายงาน และปรากฎในปริมาณที่มาก 
โดยในการงานวิจัยนี้ได้ใช้คลังค าหยุดของ NLTK [35] ซึ่งมีค าหยุดดังภาพที่ NLTK เป็นคลังค าหยุดที่

นิยมใช้กันอย่างแพร่หลาย [23, 24, 28, 29] โดยการก าจัดค าหยุดจะมีลักษณะดังตารางที่ 3-8 

ตารางที่ 3-8 ตัวอย่างการก าจัดค าหยุด 
ข้อความต้นฉบับ consider | lowering | of | svg | to | equal | preloads 
ข้อความที่ก าจัดค าหยุด consider | lowering | svg | equal | preloads 
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การเปลี่ยนรูปค า 
เป็นกระบวนการในการลดความก ากวมของค า ซึ่งส่งผลต่อขนาดของคลังค า และ

มีผลต่อประสิทธิภาพในการเปรียบเทียบค า โดยในงานวิจัยนี้ได้ทดสอบการเปลี่ยนรูปค า 2 เทคนิค 
ดังนี้ 

(1) การตัดส่วนขยาย [29, 31] เป็นกระบวนท านอร์มัลไลซิ่งข้อความ โดย
การตัดส่วนขยายของค าทิ้ง เช่น s, es, er, ing หรือ ed เป็นต้น ซึ่งในการวิจัยนี้ได้ใช้อัลกอริทึม 
Porter ในการตัดส่วนขยายของค า เนื่องจากเป็นอัลกอริทึมที่ท างานได้รวดเร็ว และนิยมใช้ในการ

จ าแนกรายงานจุดบกพร่อง [17, 19] ตัวอย่างการตัดส่วนขยายของค าแสดงได้ดังตารางที่ 3-9  

ตารางที่ 3-9 ตัวอย่างการตัดส่วนขยาย 
ข้อความต้นฉบับ consider | lowering | svg | equal | preloads 
ข้อความที่ตัดส่วนขยายแล้ว consid | lower | svg | equal | preload 

(2) การเปลี่ยนรูปค าให้อยู่ในรูปแบบดั้งเดิม [24, 28, 36] เป็นกระบวนที่มี
ลักษณะคล้ายกับการตัดส่วนขยาย (Stemming) แต่จะมีการวิเคราะห์ที่ละเอียดกว่า โดยใช้บริบท 
หรือชนิดของค า (Parts of Speech) ประกอบในการพิจารณาเปลี่ยนรูปของค า ดังนั้นการเปลี่ยนรูป
ค าให้อยู่ในรูปแบบดั้งเดิมจ าเป็นต้องใช้พจนานุกรมที่มีได้รับการระบุชนิดค า ซึ่งในงานวิจัยนี้ได้ใช้
พจนานุกรมเวิร์ดเน็ต [24] (WordNet) ในการเปลี่ยนรูปค าให้อยู่ในรูปแบบดั้งเดิมสามารถแสดงดังใน 

ตารางที่ 3-10 

ตารางที่ 3-10 ตัวอย่างการเปลี่ยนรูปค าให้อยู่ในรูปแบบดั้งเดิม 
ข้อความต้นฉบับ consider | lowering | svg | equal | preloads 
ข้อความที่เปลี่ยนรูปค าให้
อยู่ในรูปแบบดั้งเดิม 

consider | lower | svg | equal | preloads  

2) การสร้างตัวแทนเอกสาร 
เป็นกระบวนการแปลงเอกสารที่เป็นภาษาธรรมชาติให้อยู่ในรูปแบบที่คอมพิวเตอร์สามารถ

เข้าใจ และน าไปประมวลผลได้ โดยการแปลงข้อความในรายงานจุดบกพร่องให้อยู่ในรูปของเวกเตอร์
ที่แสดงความสัมพันธ์ค าที่พบในรายงานจุดบกพร่อง และรายงานจุดบกพร่อง ดังตัวอย่างในตารางที่ 

3-11 
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ตารางที่ 3-11 ตัวอย่างการสร้างตัวแทนเอกสาร 
 consider equal image lower preloads priority raster svg 

D1 1 1 2 1 1 2 1 1 
D2 0 3 6 2 0 1 0 0 
D3 1 0 1 3 2 0 1 5 
D4 1 3 0 0 0 1 1 0 

2) การวิเคราะห์ข้ัวของค า  
เป็นการสร้างคลังขั้วของค าที่แสดงความเป็นรายงานจุดบกพร่อง และรายงานที่ไม่เป็น

จุดบกพร่อง โดยการน าแนวคิดจากวิจัยของ Isa และคณะ [37] ที่ได้น าเสนอการเตรียมข้อมูลข้อความ
ในเอกสารด้วยทฤษฎีนาอีฟเบย์มาประยุกต์ในการสร้างคลังขั้วของค า ซึ่งจะน าไปใช้ประกอบในการ
วิเคราะห์ขั้วของค าก่อนการสร้างแบบจ าลองการจ าแนกข้อมูลประเภทเอกสาร ซึ่งสามารถค านวณค่า
ขั้วของค าได้ดังสมาการที่ (3.1) 

( | ) ( )
( | )

( )

P Word Category P Category
P Category Word

P Word


=  (3.1) 

ตัวอย่างเช่น สมมุติให้มีรายงานจุดบกพร่องจ านวน 200 รายงาน และที่ไม่ใช่รายงาน
จุดบกพร่องจ านวน 200 รายงาน โดยในรายงานจุดบกพร่องมีค าทั้งหมด 27,452 ค า และที่ไม่ใช่
รายงานจุดบกพร่องมีค าทั้งหมด 22,914 ค า ซึ่งมีค าที่เป็นซ้ ากันทั้งในรายงานจุดบกพร่อง และไม่ใช่
รายงานจุดบกพร่องจ านวน 501 ค า และ 457 ค า ตามล าดับ หากต้องการวิเคราะห์ขั้วความเป็น
รายงานจุดบกพร่องของค าว่า “Crash” จากรายงานทั้งหมด โดยที่พบค าว่า “Crash” ในรายงาน
จุดบกพร่องทั้งหมด 795 ครั้ง และไมใ่ช่รายงานจุดบกพร่อง 142 ครั้ง สามารถค านวณได้ดังนี้ 

ขั้นตอนที่ 1 ค านวณหาความน่าจะเป็นที่จะพบค าว่า “crash” หรือ P(crach) ซึ่งสามารถ
ค านวณได้ดังนี้ 

795+142
( ) =0.019

27,452+22,914
P Crach =  (3.2) 

ขั้นตอนที่  2 ค านวณหาความน่าจะเป็นของกลุ่ มที่ เป็นรายงานจุดบกพร่อง หรือ 
P(CategoryBug) ซึ่งสามารค านวณได้ดังนี้ 

501
( ) =0.523

501+457
BugP Category =  (3.3) 

ขั้นตอนที่ 3 ค านวณหาความน่าที่ในกลุ่มของรายงานจุดบกพร่องจะพบค าว่า “crash” ซึ่ง
สามารถค านวณได้ดังนี้  
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795
( | ) =0.016

27,452+22,914
BugP Crach Category =  (3.4) 

ขั้นตอนที่ 4 ค านวณหาค่าน่าจะเป็นของค าว่า “Crash” ในกลุ่มของรายงานจุดบกพร่อง ซึ่ง
สามารถค านวณได้ดังนี้ 

( | ) ( )
( | )

( )
Bug

P Word Category P Category
P Category Crach

P Word


=  (3.5) 

0.016 0.523
( | ) 0.44

0.019
BugP Category Crach


= =  (3.6) 

โดยเมื่อค านวณความน่าจะของรายงานจุดบกพร่อง และไม่ใช่รายงานจุดบกพร่องของค า

ทั้งหมดจะเรียบร้อยแล้วจะรวบรวมผลที่ได้เก็บไว้ในรูปแบบไฟล์ .txt ดังภาพที่ 3-13  

 
ภาพที่ 3-13 ตัวอย่างค่าข้ัวของค าในรูปแบบไฟล์ txt 

3.2.2 การสร้างแบบจ าลองการจ าแนก และการจ าแนกรายงานจุดบกพร่อง 
การสร้างแบบจ าลองการจ าแนกรายงานจุดบกพร่อง เป็นการสร้างแบบจ าลองในการจ าแนก

ประเภทของรายงานจุดบกพร่องออกเป็นรายงานจุดบกพร่อง และไม่เป็นรายงานจุดบกพร่อง  โดยใน
งานวิจัยนี้ได้สร้างแบบจ าลองการจ าแนกรายงานจุดบกพร่อง และทดสอบการจ าแนกรายงาน
จุดบกพร่อง โดยใช้ชุดข้อมูลรายงานจุดบกพร่อง 2 ชุดข้อมูล คือ ชุดข้อมูลรายงานจุดบกพร่องของ 
Firefox และ ชุดข้อมูลรายงานจุดบกพร่องของ Herzig  

โดยมีขั้นตอนในการด าเนินการสร้างแบบจ าลอง และทดสอบประสิทธิภาพของแบบจ าลองดัง

ภาพที่ 3-14 
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ภาพที่ 3-14 กระบวนการสร้างแบบจ าลองการจ าแนกรายงานจุดบกพร่อง 

จากภาพที่ 3-14 ในการสร้างแบบจ าลองการจ าแนกรายงานจุดบกพร่องจะประกอบด้วย การ
ตัดค า การก าจัดค าหยุด การเปลี่ยนรูปค าให้อยู่ในรูปแบบดั้งเดิม การสร้างตัวแทนรายงาน การให้
น้ าหนักค า การให้ค่าขั้วค า และการสร้างแบบจ าลองการจ าแนก ดังที่จะอธิบายต่อจากนี้ 

1) การเตรียมข้อมูล (Preprocessing) 
การเตรียมข้อมูล เป็นกระบวนการในการแปลงข้อมูล ซึ่งเป็นภาษาธรรมชาติที่มนุษย์เข้าใจ 

ให้คอมพิวเตอร์เข้าใจ และสามารถน าไปประมวลผลได้ โดยในงานวิจัยนี้ได้มีขั้นตอนการเตรียมข้อมูล
ดังนี้ 

การตัดค า (Tokenization) 
การตัดค า เป็นกระบวนการในการแบ่งค าออกเป็นค า ๆ โดยในศึกษานี้ได้ใช้การตัด

ค าโดยใช้ช่องว่างระหว่างค า (Space) [23] ซึ่งเป็นเทคนิคที่ง่ายที่สุด และนิยมใช้ตัดค าในภาษาอังกฤษ 
ดังในงานวิจัย [15, 16, 19-21, 27] โดยการใช้ช่องว่างระหว่างค า (Space) เป็นตัวแบ่งค าออกเป็นค า 

ๆ ดังตารางที่ 3-12  
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ตารางที่ 3-12 ตัวอย่างการตัดค า 
ข้อความ
ต้นฉบับ 

s to z keyboard alphabet input blocked when blocking keyboard 
functional keys from F5 to F12 with javascript 

ตัดค าด้วย
ช่องว่าง 

s | to | z | keyboard | alphabet | input | blocked | when | blocking | 
keyboard | functional | keys | from | f5 | to | f12 | with | javascript 

การท าความสะอาดข้อมูลข้อความ (Text Cleaning)  
การท าความสะอาดข้อมูลข้อความ เป็นกระบวนการในการตัดตัว อักขระ 

เครื่องหมายวรรคตอน หรือค าที่ไม่ไม่มีความหมาย โดยไม่ท าให้ความหมายของข้อความเปลี่ยน เพ่ือ
เป็นการลดขนาดของคคุณลักษณะที่ใช้ในการประมวลผล ซึ่งส่งผลต่อประสิทธิภาพในการจ าแนก
รายงานจุดบกพร่องซึ่งในงานวิจัยนี้มีกระบวนการในการท าความสะอาดข้อมูลข้อความรายงาน
จุดบกพร่อง ดังนี้ 

(1) การก าจัดเครื่องหมายวรรคตอน (Punctuation Removal) เป็นขั้นตอนใน
การตัดคคุณลักษณะที่เป็นเครื่องหมายวรรคตอนที่พบในข้ทิ้ง ตัวอย่างเช่น “!”, “?”, “#”, “+”, “;” 
เป็นต้น 

(2) การก าจัดตัวเลข (Number Removal) เป็นขั้นตอนในการตัดคคุณลักษณะ
ที่เป็นตัวทิ้ง  

(3) การก าจัดตัวอักขระเดี่ยว (Single Character Removal) ) เป็นขั้นตอนใน
การตัดคคุณลักษณะที่เป็นตัวอักษรเดี่ยว หรืออักขระเดี่ยวทิ้ง 

(4) ก าจัดค าหยุด (Stop word Removal) เป็นขั้นตอนในการตัดค าที่ ไม่มี
นัยส าคัญ แต่เป็นค าที่ปรากฏในรายงานจุดบกพร่องอยู่ในทุกรายงาน และปรากฎในปริมาณที่มาก 
โดยในการงานวิจัยนี้ได้ใช้คลังค าหยุดของ NLTK [35] ซึ่งมีค าหยุดดังภาพที่ NLTK เป็นคลังค าหยุดที่

นิยมใช้กันอย่างแพร่หลาย [23, 24, 28, 29] โดยการก าจัดค าหยุดจะมีลักษณะดังตารางที่ 3-13 

ตารางที่ 3-13 ตัวอย่างการตัดค าหยุด 

ข้อความต้นฉบับ 
s | to | z | keyboard | alphabet | input | blocked | when | 
blocking | keyboard | functional | keys | from | f5 | to | f12 | 
with | javascript 

ข้อความที่ตัดค า
แล้ว 

s | z | keyboard | alphabet | input | blocked | blocking | 
keyboard | functional | keys | f5 | f12 | javascript 
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การเปลี่ยนรูปค า 
เป็นกระบวนการในการลดความก ากวมของค า ซึ่งส่งผลต่อขนาดของคลังค า และมี

ผลต่อประสิทธิภาพในการเปรียบเทียบค า โดยในงานวิจัยนี้ได้ทดสอบการเปลี่ยนรูปค า 2 เทคนิค ดังนี้ 
(1) การตัดส่วนขยาย [29, 31] เป็นกระบวนท านอร์มัลไลซิ่งข้อความ โดย

การตัดส่วนขยายของค าทิ้ง เช่น s, es, er, ing หรือ ed เป็นต้น ซึ่งในการวิจัยนี้ได้ใช้อัลกอริทึม 
Porter ในการตัดส่วนขยายของค า เนื่องจากเป็นอัลกอริทึมที่ท างานได้รวดเร็ว และนิยมใช้ในการ

จ าแนกรายงานจุดบกพร่อง [17, 19] ตัวอย่างการตัดส่วนขยายของค าแสดงได้ดังตารางที่ 3-14  

ตารางที่ 3-14 ตัวอย่างการตัดส่วนขยาย 

ข้อความต้นฉบับ 
s | z | keyboard | alphabet | input | blocked | blocking | 
keyboard | functional | keys | f5 | f12 | javascript 

ข้อความที่ตัดส่วนขยาย
แล้ว 

s | z | keyboard | alphabet | input | block | block | keyboard 
| function | key | f5 | f12 | javascript 

(2) การเปลี่ยนรูปค าให้อยู่ในรูปแบบดั้งเดิม [24, 28, 36] เป็นกระบวนที่มี
ลักษณะคล้ายกับการตัดส่วนขยาย(Stemming) แต่จะมีการวิเคราะห์ที่ละเอียดกว่า โดยใช้บริบท 
หรือชนิดของค า (Parts of Speech) ประกอบในการพิจารณาเปลี่ยนรูปของค า ดังนั้นการเปลี่ยนรูป
ค าให้อยู่ในรูปแบบดั้งเดิมจ าเป็นต้องใช้พจนานุกรมที่มีได้รับการระบุชนิดค า ซึ่งในงานวิจัยนี้ได้ใช้
พจนานุกรมเวิร์ดเน็ต (WordNet) [24] ในการเปลี่ยนรูปค าให้อยู่ในรูปแบบดั้งเดิมสามารถแสดงได้ดัง

ในตารางที่ 3-15 

ตารางที่ 3-15 ตัวอย่างการเปลี่ยนรูปค าให้อยู่ในรูปแบบดั้งเดิม 

ข้อความต้นฉบับ 
s | z | keyboard | alphabet | input | blocked | blocking | 
keyboard | functional | keys | f5 | f12 | javascript 

ข้อความที่เปลี่ยนรูปค า
ให้อยู่ในรูปแบบดั้งเดิม 

s | z | keyboard | alphabet | input | block | block | keyboard | 
functional | key | f5 | f12 | javascript 

2) การสร้างตัวแทนเอกสาร 
เป็นกระบวนการแปลงเอกสารที่เป็นภาษาธรรมชาติให้อยู่ในรูปแบบที่คอมพิวเตอร์สามารถ

เข้าใจ และน าไปประมวลผลได้ โดยการแปลงข้อความในรายงานจุดบกพร่องให้อยู่ในรูปของเวกเตอร์
ที่แสดงความสัมพันธ์ค าที่พบในรายงานจุดบกพร่อง และรายงานจุดบกพร่อง ดังตัวอย่างในตารางที่ 

3-11 
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สมมติก าหนดให้รายงานจุดบกพร่อง 4 รายงาน มีข้อความดังนี้ 
D1:  pressing delete with nothing selected breaks delete in bookmark manager 
D2:  cannot file new bookmark while managing a new empty folder 
D3:  two bugs for the price of one loading the page causes four instances to be 

loaded into history and mouseover causes constant loading 
D4:  when setup so that there are subfolders in bookmarks folders hovering the 

mouse over folder does not open folder 

จากรายงานจุดบกพร่อง 4 รายงาน โดยที่รายงานจุดบกพร่อง D1 และ D2 เป็นรายงาน
จุดบกพร่อง และ D3 และ D4 เป็นรายงานที่ไม่ใช่จุดบกพร่อง และเลือกตัวแทนรายงานจุดบกพร่อง 5 
ค า เมื่อแสดงให้อยู่รูปถุงค าที่แสดงความสัมพันธ์ระหว่างรายงานจุดบกพร่อง และค า จะได้ดังตารางที่ 

3-16 

ตารางที่ 3-16 ความสัมพันธ์ระหว่างรายงานุดบกพร่อง และค าในรูปถุงค า 

Documents 
words 

class 
bookmark folder manager mouse over 

D1 6 0 6 0 0 Bug 
D2 14 6 2 0 0 Bug 
D3 0 0 0 3 3 Non-bug 
D4 8 13 0 2 4 Non-bug 

2) การให้น้ าหนักค า (Term Weighting) 
เป็นการให้น้ าหนัก หรือค่าของค าที่อยู่ในรูปของถุงค า ซึ่งจะการเปรียบเทคนิคการให้

น้ าหนักค า 4 เทคนิค ได้แก่ TF, TF-IDF, BM25 และ MATF เพ่ือหาเทคนิคการให้น้ าหนักท่ีเหมาะสม
กับการจ าแนกรายงานจุดบกพร่องที่สุด  

(1) การให้น้ าหนักค าด้วยเทคนิค TF เป็นเทคนิคการให้น้ าหนักโดยใช้ความถี่ขอค าที่พบใน
รายงานจุดบกพร่อง ซึ่งเป็นเทคนิคที่น ามาใช้งานการจ าแนกรายงานจุดบกพร่องดังในงานวิจัย [16, 
17, 19, 21, 22]  

(2) การให้น้ าหนักค าด้วยเทคนิค TF-IDF เป็นเทคนิคการให้น้ าหนักค าที่ได้รับความนิยม 
และใช้กันอย่างแพร่หลาย ตัวอย่างเช่นงานวิจัย [17, 38-40] เนื่องด้วยเป็นเทคนิคการให้น้ าหนักที่มี
ประสิทธิภาพ และง่ายในการค านวณค่าน้ าหนัก โดยการให้น้ าหนักด้วยเทคนิค tf-idf สามารถค านวณ
ได้จากสมการที่ (2.2) ในบทที่ 2 
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(3) การให้น้ าหนักค าด้วยเทคนิค BM25 เป็นเทคนิคการให้น้ าหนักค าในเอกสารที่มี
ประสิทธิภาพในการจัดล าดับการค้นคืนเอกสาร ซึ่งเป็นเทคนิคหนึ่งที่ถูกน ามาใช้งานวิจัยที่เกี่ยวข้อง
รายงานจุดบกพร่อง ตัวอย่างเช่น การคัดกรองรายงานจุดบกพร่องที่ซ้ าซ้อนดังในงานวิจัย [41] การ
จัดล าดับความรุนแรงของรายงานจุดบกพร่องดังในงานววิจัย [42] และการแนะน าผู้แก้ไขจุดบกพร่อง
ที่เหมาะสม [43] โดยเทคนิค BM25 มีพ้ืนฐานมาจากการให้น้ าหนักด้วยเทคนิค TF-IDF ซึ่ง BM25 มี
การน าความยาวของเอกสารมาพิจารณาประกอบกับตัวแปรอิสระที่สามารถปรับให้เหมาะสมกับ
ข้อมูลที่ใช้ได้ ได้ดังสมการที่ (2.3) ในบทที่ 2 

(4) การให้น้ าหนักค าด้วยเทคนิค MATF [44] เป็นเทคนิคการให้น้ าหนักค าที่ได้รับการ
น าเสนอในปี 2013 โดย Jiaul H. Paik [44] เทคนิค MATF เป็นการให้น้ าหนักค าที่ค านึงถึงความยาว
ของข้อความในเอกสารที่ไม่เท่ากัน ซึ่งอาจเหมาะสมกับการให้น้ าหนักค าในรายงานจุดบกพร่องที่มี
ความยาวของรายงานจุดบกพร่องแต่ละรายงานที่ไม่เท่ากัน โดย MATF สามารถค านวณค่าน้ าหนัก
ของค าได้ดังสมการ (2.4) ในบทที่ 2 

ภายหลังจากการให้น้ าหนักค าด้วย 4 เทคนิคที่ได้กล่าวมาในขั้นต้น ในการวิจัยนี้ได้เพ่ิม
กระบวนการในการให้น้ าหนักเพ่ิมเติม คือ การให้ค่าขั้วของค า ซ่ึงเป็นน าค่าขั้วแสดงความเป็นรายงาน
จุดบกพร่อง และรายงานที่ไม่ใช่จุดบกพร่องจากคลังขั้วค าที่สร้างไว้มาให้น้ าหนักกับค าในถุงค าที่ได้รับ
ให้น้ าหนักค าจากกระบวนการก่อนหน้าโดยค่าน้ าหนักที่ค านวณได้แทนด้วย Xi ซึ่งสามารถค านวณได้
จากสมการที ่(3.7) 

,i i c iX w Polarity= +
  

(3.7) 

โดยที่ wi  คือ ค าที่ I ที่ผ่านการน้ าหนักในกระบวนการข้าวต้น 

Polarityc, i คือ ค่าขั้วของค าที่ I ในกลุ่ม C 

3) การแบ่งข้อมูลส าหรับสร้างแบบจ าลอง และข้อมูลทดสอบ  
ในงานวิจัยนี้ได้ใช้การแบ่งข้อมูลส าหรับสร้างแบบจ าลอง และข้อมูลทดสอบของรายงานจุด

บอกพร่องด้วยวิธี cross Validation โดยใช้ค่า k = 10 หรือ 10-fold cross validation ซึ่งจะแบ่ง
ข้อมูลรายงานจุดบกพร่องออกเป็น 10 ส่วนเท่าๆ กัน จากนั้นใช้ข้อมูลรายงานจุดบกพร่องหนึ่งส่วน
เป็นข้อมูลทดสอบประสิทธิภาพของแบบจ าลอง และส่วนที่เหลือเก้าส่วนเป็นข้อมูลรายงาน
จุดบกพร่องพร่องส าหรับใช้ในการสร้างแบบจ าลอง โดยจะท าวนเช่นนี้ไปจนครบตามจ านวนที่แบ่งไว้  
ซึ่งวิธีการแบ่งข้อมูลด้วนวิธี 10-fold cross validation เป็นวิธีที่นิยมใช้ในการจ าแนกรายงาน
จุดบกพร่องดังในงานวิจัย [16, 17, 19, 22] 
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4) การสร้างแบบจ าลองการจ าแนกรายงานจุดบกพร่อง  
เป็นการสร้างแบบจ าลองจาก น าถุงค าที่ผ่านกระบวนการให้น้ าหนักค าแล้วมาเป็นข้อมูลใน

ฝึกสอน โดยการศึกษานี้ได้น าเสนอการสร้างแบบจ าลองจากอัลกอริทึม 4 อัลกอริทึม ได้แก่ นาอีฟเบย์ 
ซัพพอร์ตเวกเตอร์แมชชีน การถดถอยโลจิสติก และแรนดอมฟอเรส เพ่ือหาอัลกอริทึมที่เหมาะสมใน
การจ าแนกรายงานจุดบกพร่อง  

การสร้างแบบจ าลองด้วยอัลกอริทึมนาอีฟเบย์  
เป็นเทคนิคการจ าแนกประเภทของข้อมูลที่มีประสิทธิภาพวิธีหนึ่ง และยังเป็นเทคนิค

ที่นิยมใช้ในการจ าแนกรายงานจุดบกพร่อง ดังในงานวิจัย [16, 19-22, 27] ที่ได้ท าการวิจัยการ
จ าแนกรายงานจุดบกพร่องด้วยอัลกอริทึมนาอีฟเบย์ ซึ่งในงานวิจัยของ [22] พบว่าแบบจ าลองในการ
จ าลองที่สร้างด้วยอัลกอริธึมนาอีฟเบย์มีประสิทธิภาพในการจ าแนกรายงานจุดบกพร่องได้ดีกว่าอัลกริ

ทึมอ่ืนที่ได้ท าการทดสอบ ซึ่งสามารถสร้างแบบจ าลองได้ดังภาพที่ 3-15  
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ภาพที่ 3-15 การสร้างแบบจ าลองการจ าแนกด้วยอัลกอริธึมนาอีฟเบย์ 

การสร้างแบบจ าลองด้วยอัลกอริทึมพอร์ตเวกเตอร์แมชชีน  
เป็นเทคนิคที่จ าแนกข้อมูลออกเป็น 2 ส่วนมีที่ประสิทธิภาพ และถูกน ามาใช้ในการ

จ าแนกรายงานจุดบกพร่อง ดังในงานวิจัย [16, 19-22, 27] ซึ่งอัลกอริทึมพอร์ตเวกเตอร์แมชชีนมี
ขั้นตอนในการจัดกลุ่มรายงานจุดบกพร่องดังต่อไปนี้ 

1. ค านวณหาค่า y ของรายงานจุดบกพร่อง ซึ่งเป็นค่าชอง  1,1y −  และ ค่า 
nx R  โดยที่ 

- ถ้าค่าของ wTx+b>0 จะก าหนดให้ค่า y = +1 ซึ่ งจะจัดให้อยู่ ใน Class 
“รายงานจุดบกพร่อง” 

- ถ้าค่าของ wTx+b<0 จะก าหนดให้ค่า y = -1 ซึ่ งจะจัดให้อยู่ ใน Class 
“รายงานที่ไม่เป็นจุดบกพร่อง” 
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2. ค านวณหาเส้นระนาบตัดสินใจที่แบ่งรายงานจุดบกพร่อง หรือที่เรียกว่า 
Optimal Hyperplane จากสมการ wTx+b=0  

3. น าค่าที่ได้จากขั้นตอนที่ 1 และ 2 มาจัดให้อยู่ในรูปคคุณลักษณะสเปซ 
(Feature Space) เพ่ือที่จะหาจุดที่ใกล้เคียงกับเส้นระนาบตัดสินใจที่ โดยจุดที่อยู่เหนือเส้น เส้น
ระนาบตัดสินใจที่จะเรียกว่า “ขอบบน” และจุดที่อยู่ใต้เส้นจะเรียกว่า “ขอบล่าง” 

4. ค านวณหาระยะทางระหว่งเส้นขอบทั้งสอง โดยจะเลือกเอาค่าระยะทางที่ห่าง
จากเส้นระนาบตัดสินใจที่น้อยที่สุดเป็นตัวแทนในการจัดกลุ่มรายงานจุดบกพร่อง โดยระยะทาง (d) 
หรือ Maximum Margin จากเส้นขอบ ณ จุด xi ไปยังเส้นระนาบตัดสินใจ สามารถค ารวณได้จาก
สมการที่ สมการที่ (3.8) 

T

iw x b
d

w

+
=  (3.8) 

5. ในกรณีที่ตัวแทนเอกสารไม่สามารจัดกลุ่มได้ด้วยเส้นตรง (Linear) ข้อมูล
รายงานนั้นไม่ได้อยู่ในรูปแบบของ Non-Linear Support Vector Machines จึงไม่สามารถแบ่งกลุ่ม
รายงานจุดบกพร่องได้ เนื่องจากไม่มีจุดที่แน่นอนที่สามารถใช้เป็นหลักในการแบ่งเส้นระบบตัดสินใจ
ได้ ดังนั้นจะต้องท าการปรับจุดโดยใช้ Kernel Function เพ่ือให้การท างานท าได้ง่ายขึ้น และท าให้
การแบ่งกลุ่มรายงานจุดบกพร่องได้ถูกต้องยิ่งขึ้น 

6. หลังจากการท าการปรับจุดดด้วย Kernel Function แล้วจึงท าการแบ่งกลุ่ม
ให้กับรายงานจุดบกพร่อง 

โดยรายงานจุดบกพร่องที่ได้จากการค านวณ จะพิจารณาว่าถ้า f(x)>0 จะจัดอยู่ในกลุ่มที่ 1 
หรือกลุ่มของรายงานจุดบกพร่อง และถ้า f(x)<0 จะจัดอยู่ในกลุ่มที่ 2 หรือ กลุ่มของรายงานที่ไม่เป็น
จุดบกพร่อง  

การจ าแนกรายงานจุดบกพร่องด้วยการแบบจ าลองซัพพอร์ตเวกเตอร์แมชชีน โดยการ
ค านวณจากสมการ (3.9) และจ าแนกว่ารายงานจุดบกพร่องจะอยู่ในกลุ่มใดจะเลือกจากค่า 
Maximum Margin ที่น้อยที่สุด 

T

i

T

w x b
y

w

+
=  (3.9) 
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การสร้างแบบจ าลองด้วยอัลกอริทึมการถดถอยโลจิสติก 
การสร้างแบบจ าลองด้วยอัลกอริทึมการถดถอยโลจิสติก เป็นเทคนิคการท านาย

ความน่าจะเป็นของข้อมูลที่มีประสิทธิภาพ และนิยมใช้ ดังเช่นในงานวิจัย [19, 21, 33] ที่พบว่า
แบบจ าลองที่สร้างด้วยอัลกอริทึมการถดถอยโลจิสติกมีประสิทธิภาพที่ดีกว่าอัลกอริทึมอ่ืนที่ได้ท าการ
ทดสอบ การถดถอยโลจิสติกจะอาศัยตัวอิสระในการท านายตัวแปรตาม ซึ่งในการศึกษานี้มีตัวแปร
อิสระเป็นค าที่เป็นคุณลักษณะ หรือตัวแทนของเอกสาร และตัวแปรตามที่มีค่าเป็นได้เพียง 2 ค่า คือ 
รายงานจุดบกพร่อง และรายงานที่ไม่ใช่จุดบกพร่อง ซึ่งเรียกว่า การถดถอยแบบ Binary Logistic 

Regression โดยสามารถค านวณหาความน่าจะเป็นได้ดังภาพที่ 3-16  

 
ภาพที่ 3-16 การสร้างแบบจ าลองการจ าแนกด้วยอัลกอริทึมการวิเคราะห์ถดถอยโลจิสติก 
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การสร้างแบบจ าลองด้วยอัลกอริทึมแรนดอมฟอเรส  
การจ าแนกรายงานจุดบกพร่องด้วยอัลกอริทึมแรนดอมฟอเรส เป็นการสร้าง

แบบจ าลองด้วยอัลกอริทึมต้นไม้ตัดสินใจ (Decision Tree Algorithm) ขึ้นมาจ านวนมากจากการสุ่ม
ตัวอย่างจากชุดข้อมูลการเรียนรู้ (Training) และสุ่มคคุณลักษณะ (Feature) โดยในการศึกษานี้มีชุด
ข้อมูลเป็นรายงานจุดบกพร่อง และค าในรายงานจุดบกพร่องเป็นคคุณลักษณะ จากนั้นน าผลลัพธ์จาก

แต่ละแบบจ าลองมาท าการโหวด เพ่ือหาผลลัพธ์ที่แท้จริง ดังภาพที่ 3-17 โดยงานวิจัย [16] พบว่า
แบบจ าลองสร้างด้วยอัลกอริทึมการแรนดอมฟอเรสมีประสิทธิภาพที่ดีกว่าอัลกอริทึมอ่ืนที่ได้ท าการ
ทดสอบ 

 

ภาพที่ 3-17 การสร้างแบบจ าลองการจ าแนกด้วยอัลกอริทึมแรนดอมฟอเรส 

3.2.3 การประเมินประสิทธิภาพแบบจ าลอง 
ขั้นตอนนี้เป็นขั้นตอนการประเมินประสิทธิภาพของกระบวนการในการจ าแนกรายงาน

จุดบกพร่องที่ศึกษาที่น าเสนอ โดยประเมินด้วยค่าความระลึก (recall: R) ความความแม่นย า 
(precision: P) และค่าเอฟ (F-measure: F1) ดังตัวอย่าง 

สมมุติ มีรายงานจุดบกพร่องจุดบกพร่องที่เป็นจุดบกพร่องของซอฟต์แวร์จริงจ านวน 100 
รายงาน จากรายงานทั้งหมด 200 รายงาน แบบจ าลองการจ าแนกรายงานจุดบกพร่องท านายว่ามี
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รายงานจุดบกพร่องของซอฟต์แวร์อยู่ 83 รายงาน ซึ่งรายงานที่แบบจ าลองท านายว่าเป็นรายงาน
จุดบกพร่องของซอฟต์แวร์ท านายได้ถูกต้องเพียง 59 รายงานเท่านั้น  

แทนค่าลงในสมการ (2.24) ในบทที่ 2 เพ่ือประเมินประสิทธิภาพค่าความระลึกได้ดังนี้ 
83

Re 0.83
100

call = =  (3.10) 

แทนค่าลงในสมการ (2.25) ในบทที่ 2 เพ่ือประเมินประสิทธิภาพค่าความแม่นย าได้ดังนี้ 
59

Pr 0.71
83

ecisoin = =  (3.11) 

แทนค่าลงในสมการ (2.26) ในบทที่ 2 เพ่ือประเมินประสิทธิภาพค่าเอฟได้ดังนี้ 
2 0.83 0.71

0.765
0.83 0.71

F measure
 

− = =
+

 (3.12) 

ดังนั้นแบบจ าลองที่สร้างขึ้นจะมีค่าความแม่นย าในการจ าแนกรายงานจุดบกพร่องของ
ซอฟต์แวร์จะมีค่าเท่ากับ 0.71 ค่าความระลึกเท่ากับ 0.83 และมีค่าเอฟเท่ากับ 0.765 

 



 

 

  

บทที่ 4 
ผลกำรวิจัยและกำรอภิปรำย 

ในบทนี้จะกล่าวถึงชุดข้อมูลที่ใช้ในการวิจัย และการประเมินประสิทธิภาพของกระบวนการ
สกัดซีนาริโอจากเอกสารความต้องการของซอฟต์แวร์ โดยแสดงรายละเอียดโดยออกเป็น 2 ส่วน 
ได้แก่  ชุดข้อมูลที่ใช้ในงานวิจัย และการประเมินประสิทธิภาพและการวิจารณ์ผลที่ได้ 

4.1 ชุดข้อมูลที่ใช้ในงานวิจัย (Dataset) 

ในงานวิจัยนี้ได้ใช้ชุดข้อมูลรายงานจุดบกพร่องจ านวน 2 ชุดข้อมูลส าหรับการทดสอบ
กระบวนการวิจัยที่น าเสนอ ซึ่งชุดข้อมูลที่ใช้ในการทดสอบมีดังนี้ 

4.1.1 ชุดข้อมูลทดสอบที่ 1: Herzig’s dataset 
ชุดข้อมูลรายงานจุดบกพร่องนี้ถูกรวบรวมและท าการคัดแยกเอกสารที่เป็น bug และ non-

bug ด้วยมือโดย Herzig [15] ซึ่งมีรายงานจุดบกพร่องทั้งสิ้น 7,401 รายงาน ซึ่งรวบรวมมาจาก 
HttpClient, Lucene, Jackrabbit, Rhino และ Tomcat5 ซึ่งในงานวิจัยฉบับนี้ได้ใช้ข้อมูลรายงาน
จุดบกพร่องจากชุดข้อมูลของ Herzig จ านวน 3,880 รายงานที่มาจาก HttpClient, Lucene, และ 
Jackrabbit โดยแบ่งเป็นข้อมูลในคลาส Bug จ านวน 1,940 รายงาน และคลาส Non-bug จ านวน 
1,940 รายงาน ดังนั้นเมื่อท าการแบ่งกลุ่มข้อมูลแบบ 10-fold cross validation จะเป็นข้อมูลที่ใช้ใน
การเรียนรู้โมเดลเพ่ือการจ าแนกในแต่ละรอบจ านวน 3,492 รายงาน โดยแยกเป็นคลาส Bug จ านวน 
1,746 รายงาน และคลาส Non-bug จ านวน 1,746 รายงาน และเป็นข้อมูลที่ใช้ส าหรับการทดสอบ 
388 รายงาน โดยแยกเป็นคลาส Bug จ านวน 194 รายงาน และคลาส Non-bug จ านวน 194 
รายงาน  

สาเหตุที่ไม่สามารถใช้ข้อมูลทั้งหมดของ Herzig ได้ เนื่องจากว่าข้อมูลของ Herzig ขาด
ความสมดุลในเรื่องของจ านวนข้อมูลในคลาสไม่มีความสมดุลกัน (Class imbalanced data) ดังนั้น
ในงานวิจัยนี้จึงท าการ resample จ านวนข้อมูลรายงานจุดบกพร่องแบบ undersampling นั่นคือ 
การปรับจ านวนข้อมูลในคลาสที่มีจ านวนมากกว่าให้เท่ากับคลาสที่มีจ านวนข้อมูลน้อยกว่า โดยการสุ่ม
ข้อมูลรายงานจุดบกพร่อง (Random Data) ในกรณีนี้คลาสที่มีจ านวนน้อยกว่าคือ คลาสที่เป็น Non-
bug โดยมีจ านวนรายงานจุดบกพร่องอยู่ที่ 1,940 รายงาน ดังนั้นข้อมูลในคลาส Bug จึงถูกท าการสุ่ม
ข้อมูลขึ้นมาจ านวน 1,940 รายงาน ซึ่งเป็นจ านวนที่เท่ากับจ านวนรายงานจุดบกพร่องในคลาสที่เป็น 
Non-bug 

อย่างไรก็ตาม เนื่องจากในหลายๆ งานวิจัยที่น าเอาชุดข้อมูลของ Herzig ไปใช้ จะนิยมใช้
ข้อมูลในกลุ่มนี้ [16, 19, 21] เนื่องจากข้อมูลเหล่านี้มาจาก BTS ที่ชื่อว่า Jira ที่มีการเก็บข้อมูลที่ง่าย
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ต่อการน ามาใช้ ตัวอย่างข้อมูลรายงานจุดบกพร่องที่รวบรวมโดย Herzig สามารถแสดงได้ดังภาพที่ 

4-1 

 
ภาพที่ 4-1 ตัวอย่างรายงานจุดบกพร่องของ Herzig ที่ใช้ในการวิจัย 

4.1.2 ชุดข้อมูลทดสอบที่ 2: Firefox 
ชุดข้อมูลนี้เป็นชุดข้อมูลจากระบบติดตามรายงานจุดบกพร่องที่ชื่อว่า Bugzilla โดยเป็นการ

รวบรวมเอารายงานจุดบกพร่องของ Firefox ที่พัฒนาโดยบริษัท Mozilla จ านวน 50,000 รายงาน 
ซึ่งผู้ด าเนินงานวิจัยได้เก็บรวบรวมเมื่อวันที่ 1 ตุลาคม พ.ศ. 2560 ซึ่งในงานวิจัยนี้ใช้รายงาน
จุดบกพร่องที่มีสถานะเป็น NEWS, ASSIGNED, VERIFIED, และ CLOSED [16, 17, 19, 21, 22] 
สาเหตุที่ใช้รายงานจุดบกพร่องที่มีสถานะเหล่านี้เนื่องจากเป็นรายงานจุดบกพร่องที่ได้รับการพิจารณา
จาก Bug Triager เรียบร้อยแล้ว และในหลายๆ งานวิจัยที่ศึกษาเกี่ยวกับรายงานจุดบกพร่องใน
รูปแบบที่มีการใช้ข้อมูลจริง ๆ (Real-world data) ก็นิยมใช้ข้อมูลจาก Firefox ที่มีสถานะเหล่านั้น 
และสาเหตุที่นักวิจัยนิยมใช้ข้อมูลจาก Firefox เพราะเป็นโอเพนซอร์สที่มีการรายงานจุดบกพร่องเข้า
ไปเป็นจ านวนมากและหลากหลาย [11, 13, 22] ตัวอย่างรายงานจุดบกพร่องจาก Firefox สามารถ

แสดงได้ดังภาพที่ 4-2 

 
ภาพที่ 4-2 ตัวอย่างรายงานจุดบกพร่องของ Firefox ที่ใช่ในการวิจัย 

ส าหรับชุดข้อมูล Firefox ที่รวบรวมมานั้น มีจ านวนข้อมูลทั้งสิ้น 50,000 รายงาน โดย
แบ่งเป็นข้อมูลในคลาส Bug จ านวน 25,000 รายงาน และคลาส Non-bug จ านวน 25,000 รายงาน 
ดังนั้นเมื่อท าการแบ่งกลุ่มข้อมูลแบบ 10-fold cross validation จะเป็นข้อมูลที่ใช้ในการเรียนรู้
โมเดลเพ่ือการจ าแนกในแต่ละรอบจ านวน 45,000 รายงาน ซึ่งแยกเป็นคลาส Bug จ านวน 22,500 
รายงาน และคลาส Non-bug จ านวน 22,500 รายงาน และเป็นข้อมูลที่ใช้ส าหรับการทดสอบ 5,000 
รายงาน ซึ่งแยกเป็นคลาส Bug จ านวน 2,500 รายงาน และคลาส Non-bug จ านวน 2,500 รายงาน 
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4.2 ประเมินประสิทธิภาพและการวิจารณ์ผลที่ได้ 

การประเมินประสิทธิภาพในงานวิจัยนี้ ได้ ใช้ตาราง Confusion matrix ในการประเมิน
ประสิทธิภาพของแบบจ าลองการจ าแนกรายงานจุดบกพร่อง โดยทั่วไปในงานวิจัยด้านการจ าแนก
รายงานจุดบกพร่องมักจะประเมินด้วยค่า F-masure หรือ F1 [16, 17, 26, 28, 34] ซึ่งในงานวิจัยนี้
ก็เช่นเดียวกัน ก็จะท าการประเมินด้วยค่า F1 เช่นกัน 

ในงานวิจัยนี้ได้เปรียบเทียบคุณลักษณะที่ใช้ส าหรับสร้างแบบจ าลองการจ าแนกรายงาน
จุดบกพร่อง 2 รูปแบบ คือ unigram และ Unigram + Carme Case และยังเปรียบเทียบอัลกอริทึม
ที่ใช้ในการสร้างแบบจ าลองการจ าแนกรายงานจุดบกพร่อง 5 อัลกอริทึม ได้แก่ นาอีฟเบย์ (NB), ซัพ
พอร์ตเวกเตอร์แมชชีนที่ใช้ฟังก์ชันคอร์เนลแบบ Linear (SVM with Linear), ซัพพอร์ตเวกเตอร์- 
แมชชีนที่ใช้ฟังก์ชันคอร์เนลแบบ RBF (SVM with RBF), การวิเคราะห์การถดถอยโลจิสติก (LR) และ
แรนดอมฟอเรส (RF) ซ่ึงเป็นอัลกอริทึมท่ีน ามาใช้ในการจ าแนกรายงานจุดบกพร่องดังในงานวิจัย [15-
17, 19, 21, 22] 

ซ่ึงงานวิจัยนี้ได้ท าการทดสอบการจ าแนกรายงานจุดบกพร่องกับ 2 ชุดข้อมูลคือ ชุดข้อมูล
ของ Herzig ซึ่งจัดเป็นชุดข้อมูลมาตรฐานของรายงานจุดบกพร่องในปัจจุบัน [15] และชุดข้อมูล
รายงานจุดบกพร่องของ Firefox ที่ดาวน์โหลดมาจาก Bugzilla โดยรายละเอียดของการทดสอบ
สามารถอธิบายได้ดังนี้ 

4.2.1 ผลการทดสอบด้วยชุดข้อมูลรายงานจุดบกพร่อง Herzig 
การทดสอบในส่วนแรก จะเป็นการทดสอบด้วยชุดข้อมูลรายงานจุดบกพร่องของ Herzig 

ซึ่งจะมีการทดสอบใน 2 รูปแบบ คือ การทดสอบการจ าแนกรานงานจุดบกพร่องแบบที่ไม่ใช้ขั้วค า 
และการทดสอบการจ าแนกรานงานจุดบกพร่องแบบที่ใช้ขั้วค า ด้วยการแบ่งข้อมูลแบบ 10-fold 
cross validation จากข้อมูลทั้งหมด 5,590 รายงาน ท าให้มีจ านวนรายงานจุดบกพร่องที่ใช้ในการ
ทดสอบต่อครั้งคือ 559 รายงาน ซึ่งผลการทดสอบสามารถแสดงรายละเอียดได้ดังนี้   

1) การจ าแนกรายงานจุดบกพร่องโดยไม่เพ่ิมการให้น้ าหนักด้วยขั้วค า 
เป็นการทดสอบการจ าแนกรายงานจุดบกพร่องในรูปแบบดั้งเดิมคือ การสกัด

คุณลักษณะ การให้น้ าหนักคุณลักษณะ การสร้างโมเดลในการจ าแนกรายงานจุดบกพร่องด้วย
อัลกอริทึมการเรียนรู้ของเครื่องแบบมีผู้สอน และการน าเอาโมเดลที่ได้มาทดสอบประสิทธิภาพของ
การจ าแนกรายงานจุดบกพร่อง ซึ่งกระบวนการดังกล่าวสอดคล้องกับงานวิจัย [16, 17, 19, 21, 22, 
27]  

อย่างไรก็ตาม ในการวิจัยหลักๆ ด้านการจ าแนกรายงานจุดบกพร่องนั้น มักจะใช้
คุณลักษณะแบบ Unigram ที่มีการท า Porter Stemming [16, 17, 19, 21, 22, 27] เพ่ือสร้างความ
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เชื่อมั่นว่าคุณลักษระดังกล่าวมีความน่าเชื่อถือ ในงานวิจัยนี้จึงได้ท าการทดสอบกับการใช้คุณลักษณะ
ในรูปแบบอื่น ๆ ได้แก่ การใช้เพยีง Unigram และการใช้ Unigram ร่วมกับการท า Lemmatization 

นอกจากนี้ โดยทั่วไปแล้วในการวิจัยหลักๆ ด้านการจ าแนกรายงานจุดบกพร่องนั้น 
มักจะใช้การให้น้ าหนักแบบ TF ซึ่งในงานวิจัยนี้ ไม่เพียงการทดสอบในการให้น้ าหนักแบบ TF ยังได้
เพ่ิมการทดสอบการให้น้ าหนักแบบ TF-IDF, BM25 และ MATF เพ่ือประเมินว่าวิธีการให้น้ าหนักแบบ
ใดที่มีความเหมาะสมต่องานด้านการจ าแนกรายงานจุดบกพร่อง 

ส าหรับผลการทดสอบการจ าแนกรายงานจุดบกพร่องที่ไม่เพ่ิมการให้น้ าหนักด้วยขั้ว
ค าสามารถแสดงได้ดังตารางท่ี 4-1 

ตารางที่ 4-1 ผลการทดสอบการจ าแนกรายงานจุดบกพร่องของชุดข้อมูล Herzig ที่ไม่ใช้ขั้วค า 

Feature Weighting 

กระบวนในงำนวิจัยที่น ำเสนอ 

NB 
SVM 

(Linear) 
SVM 
(RBF) 

LR RF 

unigram 

TF 0.67 0.72 0.75 0.74 0.73 

TF-IDF 0.62 0.65 0.67 0.70 0.67 

BM25 0.64 0.64 0.66 0.66 0.68 

MATF 0.72 0.74 0.79 0.75 0.77 

Unigram+Porter 
Stemming 

TF 0.67 0.72 0.77 0.77 0.73 

TF-IDF 0.65 0.65 0.67 0.70 0.68 

BM25 0.65 0.62 0.67 0.69 0.68 

MATF 0.74 0.82 0.87 0.79 0.86 

Unigram+ 
Lemmatization 

TF 0.65 0.70 0.74 0.75 0.71 

TF-IDF 0.64 0.65 0.68 0.69 0.67 

BM25 0.66 0.64 0.65 0.67 0.68 

MATF 0.72 0.76 0.81 0.75 0.78 

จากตารางที่ 4-1 เมื่อท าการเปรียบเทียบกับงานวิจัยก่อนหน้า 2 งานวิจัยหลัก
ทางด้านการจ าแนกรายงานจุดบกพร่องที่มีการใช้ชุดข้อมูลของ Herzig อันได้แก่ งานวิจัยของ 
Pingclasai และคณะในปี 2013 [19] และงานวิจัย Pandey และคณะในปี 2017 [16] พบว่าให้
ผลลัพธ์สอดคล้องกันในเรื่องการใช้คุณลักษณะ นั่นคือ การใช้คุณลักษณะที่เป็น Unigram ร่วมกับการ
ท า Porter Stemming จะให้ประสิทธิภาพที่น่าพอใจมากกว่าการใช้คุณลักษณะที่เป็น Unigram 
เพียงอย่างเดียว หรือการใช้คุณลักษณะที่เป็น Unigram ร่วมกับการท า Lemmatization  
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นอกจากนี้การให้น้ าหนักค าด้วย TF นั้น จะให้ผลลัพธ์ที่น่าพอใจในการจ าแนกข้อมูล
ด้วยอัลกอริทึมการเรียนรู้ของเครื่องแบบมีผู้สอนไม่ว่าจะเป็น NB, SVM ที่ใช้เคอร์เนลแบบ, SVM ที่ใช้
เคอร์เนลแบบ RBF, LR, และ RF รวมทั้งยังให้ผลลัพธ์ที่ดีกว่าการให้น้ าหนักแบบ TF-IDF และ BM25 
เนื่องจากในงานวิจัยที่น าเสนอนี้ค าอย่างเช่น “failure”, “crash” หรือ “should” ที่ปรากฎใน
รายงานจ านวนมาก ซึ่งจัดว่าเป็นคุณลักษณะที่ส าคัญในการจ าแนกรายงานจุดบกพร่องออกเป็นราย
จุดบกพร่อง และรายงานที่ไม่เป็นจุดบกพร่อง แต่น้ าหนักแบบ TF-IDF และ BM25 จะให้ความส าคัญ
ของคุณลักษณะของค าดังกล่าวลดน้อยลง เพราะเป็นค าที่ปรากฎจ านวนมากในรายงานจุดบกพร่อง
[17] 

อย่างไรก็ตามจะเห็นว่าเมื่อมีการเปลี่ยนแปลงการให้น้ าหนักด้วยเทคนิค MATF 
ปรากฎว่าให้ผลลัพธ์ที่ดีและสูงกว่าการให้น้ าหนักด้วย TF, TF-IDF และ BM25 เนื่องจากว่า MATF จะ
พิจารณาความยาวของเอกสารร่วมด้วย ดังนั้นค่าน้ าหนักของค าที่ปรากฏในแต่ละเอกสารถึงแม้จะเป็น
ค าเดียวกันแต่จะได้ค่าน้ าหนักที่แตกต่างกันไป ซึ่งเป็นการปรับให้เหมาะสมกับความยาวของเอกสาร 
ท าให้ค่าของน้ าหนักค าท่ีได้สอดคล้องกับค่าท่ีควรจะเป็นในเอกสารนั้น ๆ [44] 

ส าหรับอัลกอริทึมการเรียนรู้ของเครื่องแบบมีผู้สอนที่ใช้ในการศึกษาได้แก่ NB, SVM 
ที่ใช้เคอร์เนลแบบ, SVM ที่ใช้เคอร์เนลแบบ RBF, LR, และ RF นั้นพบว่า SVM ที่ใช้เคอร์เนลแบบ 
RBF และ RF ให้ผลลัพธ์ที่น่าพอใจที่สุด ซึ่งก็สอดคล้องกับงานวิจัยของ Pandey และคณะในปี 2017 
[16] สาเหตุที่ SVM ที่ใช้เคอร์เนลแบบ RBF เพราะการใช้เคอร์เนล RBF จะช่วยให้ข้อมูลมีมิติที่สูงขึ้น 
ท าให้ง่ายต่อการจ าแนกข้อมูลด้วยเส้น Hyperplane ดังนั้นโอกาสที่จะท าให้เกิดความถูกต้องย่อม
สูงขึ้น 

ในขณะที่ RF ให้จะท าการคัดแยกข้อมูลด้วยการสร้างต้นไม้มาหลายๆ ต้น ซึ่งใน
งานวิจัยนี้ทดสอบการสร้างต้นไม้ที่ 30, 50, และ 100 ต้น พบว่าการสร้างต้นไม้ที่จ านวน 100 ต้นจะ
ให้ประสิทธิภาพที่ดีที่สุด สาเหตุที่ท าให้การจ าแนกรายงานจุดบกพร่องด้วย RF ให้ประสิทธิภที่น่า
พอใจ เพราะ RF สร้างต้นไม้มาหลายต้นเพ่ือจ าแนกข้อมูล จากนั้นจะพิจารณาผลลัพธ์สุดท้ายจากการ
โหวตเพ่ือให้ได้ค าตอบที่ดีที่สุด นอกจากจะช่วยลดลดความผิดพลาดในการท านายคลาสแล้ว ยังท าให้
การจ าแนกรายงานจุดบกพร่องด้วย RF มีแนวโน้มที่จะเกิดความถูกต้องด้วยเช่นกัน  

2) การจ าแนกรายงานจุดบกพร่องโดยเพิ่มการให้น้ าหนักด้วยขั้วค า 
เป็นการทดสอบการจ าแนกรายงานจุดบกพร่องที่มีการเพ่ิมค่าขั้วของค าเข้าไปใน

ระหว่างการให้น้ าหนักค าด้วย โดยเมื่อเปรียบเทียบกับผลการทดสอบการจ าแนกรายงานจุดบกพร่อง
ในแบบที่ไม่ใช้ขั้วค า ซึ่งผลการทดสอบสามารถแสดงได้ดังตารางที่ 4-2 
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จากตารางที่ 4-2 จะเห็นว่าผลการทดสอบค่อนข้างจะสอดคล้องกับการทดสอบใน
แบบที่ไม่ใช้ขั้วค าในประเด็นของคุณลักษณะและอัลกอริทึมการเรียนรู้ของเครื่องแบบมีผู้สอน นั่นคือ
ในประเด็นของคุณลักษณะยังพบว่าการใช้ Unigram ร่วมกับการท า Porter Stemming ให้ผลที่น่า
พอใจกว่าการใช้คุณลักษณะที่เป็น Unigram หรือ Unigram ร่วมกับการท า Lemmatization ขณะที่
อัลกอริทึมการเรียนรู้ของเครื่องแบบมีผู้สอนที่เป็น SVM ที่ใช้งานร่วมกับเคอร์เนลฟังก์ชัน RBF และ 
RF ยังเป็นอัลกอริทึมการเรียนรู้ของเครื่องแบบมีผู้สอนที่ให้ประสิทธิภาพที่ดีในการจ าแนกกรายงาน
จุดบกพร่อง 

อย่างไรก็ตาม จากตารางที่ 4-2 พบว่าประสิทธิภาพของการจ าแนกข้อมูลเมื่อการ
การใช้ขั้วค าเข้ามาช่วยนั้นดีกว่าการไม่ใช้ขั้วค า เนื่องจากการให้ขั้วค าจะไปเพ่ิมน้ าหนักความเป็นไปได้
ของค านั้น ๆ ว่าในความเป็น Bug และ Non-bug ว่าควรจะมีทิศทางไปทางใดมากกว่ากัน จึงท าให้
การพิจารณาความเป็น Bug และ Non-bug นั้นง่ายขึ้น โดยการเปรียบเทียบประสิทธิในการจ าแนก
รายงานจุดบกพร่องแบบที่ใช้ขั้วค าเข้ามาช่วย และแบบที่ไม่ใช้ขั้วค าเข้ามาช่วย โดยกระบวนการทาง

สถิติ สามารถแสดงดังตารางที่ 4-3 

ตารางที่ 4-3 ตารางแสดงค่าสถิติพ้ืนฐานของค่า F1 ในการจ าแนกรายงานจุดบกพร่องของ Herzig ที่
ไม่ให้ค่าขั้วค า เปรียบเทียบกับการจ าแนกรายงานจุดบกพร่องของ Herzig ที่ให้ค่าข้ัวค า 

  Mean N Std. Deviation Std. Error Mean 
Pair 1 NB 0.6692 12 0.03753 0.01083 

polarity + NB 0.6942 12 0.04776 0.01379 
Pair 2 SVM (Linear) 0.6925 12 0.06092 0.01759 

polarity + SVM (Linear) 0.7117 12 0.06780 0.01957 
Pair 3 SVM (RBF) 0.7258 12 0.06868 0.01983 

polarity + SVM (RBF) 0.7425 12 0.07593 0.02192 
Pair 4 LR 0.7208 12 0.04033 0.01164 

polarity + LR 0.7425 12 0.05610 0.01620 
Pair 5 RF 0.7158 12 0.05485 0.01583 

polarity + RF 0.7433 12 0.06243 0.01802 

จากตารางที่ 4-3 สามารถสรุปการจ ารายงานจุดบกพร่องของ Herzig โดยมีค่าสถิติพ้ืนฐาน
จากค่า F1 ของการจ าแนกรายงานจุดบกพร่องที่ไม่ใช้ขั้วค า และการจ าแนกรายงานจุดบกพร่องที่ใช้
ขั้วค า จากการจ าแนกของทั้ง 5 อักกอริทึมได้แก่ NB, SVM ที่ใช้ฟังก์ชันคอร์เนลแบบ Linear, SVM ที่
ใช้ฟังก์ชันคอร์เนลแบบ RBF, LR และ RF ได้ดังนี้ 
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การจ าแนกรายงานจุดบกพร่องด้วยอัลกอริทึม NB ไม่ให้ค่าขั้วค ามีค่า F1 โดยเฉลี่ยที่ 0.669 
และมีส่วนเบี่ยงเบนมาตรฐานที่ 0.037 ซึ่งการจ าแนกรายงานจุดบกพร่องด้วยอัลกอริทึม NB ที่ให้ค่า
ขั้วค ามีค่า F1 โดยเฉลี่ยที่ 0.694 และมีส่วนเบี่ยงเบนมาตรฐานที่ 0.048  

การจ าแนกรายงานจุดบกพร่องด้วยอัลกอริทึม SVM ที่ใช้ฟังก์ชันคอร์เนลแบบ Linear ที่
ไม่ให้ค่าขั้วค ามีค่า F1 โดยเฉลี่ยที่ 0.692 และมีส่วนเบี่ยงเบนมาตรฐานที่ 0.061 ซึ่งการจ าแนก
รายงานจุดบกพร่องด้วยอัลกอริทึม SVM ที่ใช้ฟังก์ชันคอร์เนลแบบ Linear ที่ให้ค่าขั้วค ามีค่า F1 โดย
เฉลี่ยที่ 0.712 และมีส่วนเบี่ยงเบนมาตรฐานที่ 0.068 

การจ าแนกรายงานจุดบกพร่องด้วยอัลกอริทึม SVM ที่ใช้ฟังก์ชันคอร์เนลแบบ RBF ที่ไม่ให้
ค่าขั้วค ามีค่า F1 โดยเฉลี่ยที่ 0.726 และมีส่วนเบี่ยงเบนมาตรฐานที่ 0.069 ซึ่งการจ าแนกรายงาน
จุดบกพร่องด้วย SVM ที่ใช้ฟังก์ชันคอร์เนลแบบ RBF ที่ให้ค่าขั้วค ามีค่า F1 โดยเฉลี่ยที่ 0.742 และมี
ส่วนเบี่ยงเบนมาตรฐานที่ 0.076 

การจ าแนกรายงานจุดบกพร่องด้วยอัลกอริทึม LR ที่ไม่ให้ค่าขั้วค ามีค่า F1 โดยเฉลี่ยที่ 0.721 
และมีส่วนเบี่ยงเบนมาตรฐานที่ 0.040 ซึ่งการจ าแนกรายงานจุดบกพร่องด้วยอัลกอริทึม LR ที่ให้ค่า
ขั้วค ามีค่า F1 โดยเฉลี่ยที่ 0.742 และมีส่วนเบี่ยงเบนมาตรฐานที่ 0.056 

การจ าแนกรายงานจุดบกพร่องด้วยอัลกอริทึม RF ที่ไม่ให้ค่าขั้วค ามีค่า F1 โดยเฉลี่ยที่ 0.716 
และมีส่วนเบี่ยงเบนมาตรฐานที่ 0.055 ซึ่งการจ าแนกรายงานจุดบกพร่องด้วยอัลกอริทึม RF ที่ให้ค่า
ขั้วค ามีค่า F1 โดยเฉลี่ยที่ 0.743 และมีส่วนเบี่ยงเบนมาตรฐานที่ 0.062  

โดยสามารถค านวณหาค่าสหสัมพันธ์ชองค่า F1ในการจ าแนกรายงานจุดบกพร่องแบบไม่ใช่

ค่าข้ัวค า และการจ าแนกรายงานจุดบกพร่องแบบใช้ขั้วค าของแต่อัลกอริทึมได้ดังตารางที่ 4-4 

ตารางที่ 4-4 ตารางแสดงค่าสหสัมพันธ์ของค่า F1 ในการจ าแนกรายงานจุดบกพร่องของ Herzig ที่
ไม่ให้ค่าขั้วค า เปรียบเทียบกับการจ าแนกรายงานจุดบกพร่องของ Herzig ที่ให้ค่าข้ัวค า 

  N Correlation Sig. 
Pair 1 NB & polarity + NB 12 0.981 0.000 
Pair 2 SVM (Linear) & polarity + SVM (Linear) 12 0.989 0.000 
Pair 3 SVM (RBF) & polarity + SVM (RBF) 12 0.994 0.000 
Pair 4 LR & polarity + LR 12 0.975 0.000 
Pair 5 RF & polarity + RF 12 0.926 0.000 
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จากตารางที่ 4-4 พบว่าค่าสถิติสหสัมพันธ์ของค่า F1 ในแต่ละอัลกอริทึมมีค่าดังนี้  
NB   มีค่าสถิติสหสัมพันธ์อยู่ที่  0.981 
SVM(Linear)  มีค่าสถิติสหสัมพันธ์อยู่ที่  0.989 
SVM(RBF)   มีค่าสถิติสหสัมพันธ์อยู่ที่  0.994 
LR   มีค่าสถิติสหสัมพันธ์อยู่ที่  0.975 
RF   มีค่าสถิติสหสัมพันธ์อยู่ที่  0.926 

โดยที่ทุกอักกอริทึมมีค่า Sig. เท่ากับ 0.000 ซึ่งน้อยกว่า 0.01 แสดงว่าค่าตัวแปร F1 ของการ
จ าแนกรายงานจุดบกพร่องที่ไม่ให้ค่าขั้วค า และการจ าแนกรายงานจุดบกพร่องที่ให้ค่าขั้วค ามี
ความสัมพันธ์กันอย่างมีนัยส าคัญทางสถิติที่ 0.01 

ซึ่งในการวิเคราะห์ Paired Samples t-test จะท าการค านวณหาค่าสถิติพ้ืนฐานของตัวแปร
คู่ที่จะท าการทดสอบสมมติฐานในการจ าแนกรายงานจุดบกพร่องของ Herzig ที่ไม่ใช่การให้ค่าขั้วค า 
และการจ าแนกรายงานจุดบกพร่องของ Herzig ที่ให้ค่าขั้วค าของแต่อัลกอริทึมดังแสดงในตารางที่ 
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จากตารางที่ 4-5 สามารถสรุปผลการทดสอบของค่า F1 ในการจ าแนกรายงานจุดบกพร่อง

ของ Herzig ในแต่ละอัลกอริทึมได้ดังตารางที่ 4-6 

ตารางที่ 4-6 ตารางสรุปค่าสถิติ t-test ของค่า F1 ในการจ าแนกรายงานจุดบกพร่องของ Herzig ที่
ไม่ให้ค่าขั้วค า เปรียบเทียบกับการจ าแนกรายงานจุดบกพร่องของ Herzig ที่ให้ค่าข้ัวค า 

อัลกอริทึม 
ค่าเฉลี่ยของความ

แตกต่าง 
ส่วนเบี่ยงเบนมาตาฐาน สถิติทดสอบ t-test ค่า P 

NB 0.025 0.013 6.589 0.00002 
SVM(Linear) 0.019 0.012 5.702 0.00007 
SVM(RBF) 0.017 0.011 5.380 0.00011 

LR 0.022 0.019 3.952 0.00113 
RF 0.027 0.024 4.005 0.00104 

จากตารางที่ 4-6 พบว่าในการเปรียบการจ าแนกรายงานจุดบกพร่องจากทุกอัลกอริทึมมีค่า 
P.น้อยกว่า 0.01 แสดงว่าค่าตัวแปรทั้งสองมีความสัมพันธ์กันอย่างมีนัยส าคัญทางสถิติที่ 0.01 นั้นคือ 
การจ าแนกรายงานจุดบกพร่องของ Herzig ที่ให้ค่าขั้วค ามีกระสิทธิภาพที่น่าพอใจกว่าการจ าแนก
รายงานจุดบกพร่องของ Herzig ที่ไม่ให้ค่าขั้วค า 

4.2.2 ผลการทดสอบด้วยชุดข้อมูลรายงานจุดบกพร่อง Firefox 
การทดสอบด้วยชุดข้อมูลรายงานจุดบกพร่อง Firefox เป็นการทดสอบที่ใช้รายงาน

จุดบกพร่อง Firefox ในการสร้างแบบจ าลอง และทดสอบการจ าแนกรายงานจุดบกพร่อง โดยแบ่งผล
การทดสอบออก 2 กลุ่มหลัก คือ การจ าแนกรายงานจุดบกพร่องจาก Firefox โดยไม่ใช้ขั้วค า และ
การจ าแนกรายงานจุดบกพร่องจาก Firefox โดยใช้ขั้วค า ซึ่งให้ผลการทดสอบดังกล่าวสามารถแสดง

ในตารางที่ 4-7 
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ตารางที่ 4-7 ในประเด็นของคุณลักษณะและอัลกอริทึมการเรียนรู้ของเครื่องแบบมี
ผู้สอน จะเห็นว่าผลการทดสอบค่อนข้างจะสอดคล้องกับการทดสอบที่ใช้ข้อมูลของ Herzig ทั้งในแบบ
ที่ไม่ใช้ขั้วค าและการใช้ขั้นค า เพราะพบว่าการใช้คุณลักษระที่เป็น Unigram ร่วมกับการท า Porter 
Stemming ให้ผลลัพธ์ที่น่าพอใจกว่าการใช้คุณลักษณะที่เป็น Unigram หรือ Unigram ร่วมกับการ
ท า Lemmatization  

ในขณะที่ อัลกอริทึมการเรียนรู้ของเครื่องแบบมีผู้สอนที่ เป็น SVM ที่ใช้งาน
ร่วมกับเคอร์เนลฟังก์ชันแบบ RBF และ RF ยังคงเป็นอัลกอริทึมการเรียนรู้ของเครื่องแบบมีผู้สอนที่ให้
ประสิทธิภาพที่ดีในการจ าแนกกรายงานจุดบกพร่อง 

ในการเปรียบเทียบประสิทธิในการจ าแนกรายงานจุดบกพร่องแบบที่ใช้ขั้วค าเข้ามา

ช่วย และแบบที่ไม่ใช้ขั้วค าเข้ามาช่วย โดยกระบวนการทางสถิติ สามารถแสดดังตารางที่ 4-8 

ตารางที่ 4-8 ตารางแสดงค่าสถิติพ้ืนฐานของค่า F1 ในการจ าแนกรายงานจุดบกพร่องของ Firefox ที่
ไม่ให้ค่าขั้วค า เปรียบเทียบกับการจ าแนกรายงานจุดบกพร่องของ Firefox ที่ให้ค่าข้ัวค า 

  Mean N Std. Deviation Std. Error Mean 

Pair 1 
NB 0.5108 12 0.02843 0.00821 
polarity + NB 0.5542 12 0.03204 0.00925 

Pair 2 
SVM (Linear) 0.4642 12 0.03554 0.01026 
polarity + SVM (Linear) 0.5142 12 0.02906 0.00839 

Pair 3 
SVM (RBF) 0.4975 12 0.03596 0.01038 
polarity + SVM (RBF) 0.5367 12 0.03892 0.01124 

Pair 4 
LR 0.5092 12 0.03260 0.00941 
polarity + LR 0.5625 12 0.02221 0.00641 

Pair 5 
RF 0.5075 12 0.03769 0.01088 
polarity + RF 0.5608 12 0.03288 0.00949 

จากตารางที่ 4-8 สามารถสรุปการจ ารายงานจุดบกพร่องของ Firefox โดยมีค่าสถิติพ้ืนฐาน
จากค่า F1 ของการจ าแนกรายงานจุดบกพร่องที่ไม่ใช้ขั้วค า และการจ าแนกรายงานจุดบกพร่องที่ใช้
ขั้วค า จากการจ าแนกของทั้ง 5 อักกอริทึมได้แก่ NB, SVM ที่ใช้ฟังก์ชันคอร์เนลแบบ Linear, SVM ที่
ใช้ฟังก์ชันคอร์เนลแบบ RBF, LR และ RF ได้ดังนี้ 

การจ าแนกรายงานจุดบกพร่องด้วยอัลกอริทึม NB ที่ไม่ให้ค่าขั้วค ามีค่า F1 โดยเฉลี่ยที่ 0.511 
และมีส่วนเบี่ยงเบนมาตรฐานที่ 0.028 ซึ่งการจ าแนกรายงานจุดบกพร่องด้วยอัลกอริทึม NB ที่ให้ค่า
ขั้วค ามีค่า F1 โดยเฉลี่ยที่ 0.554 และมีส่วนเบี่ยงเบนมาตรฐานที่ 0.032  
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การจ าแนกรายงานจุดบกพร่องด้วยอัลกอริทึม SVM ที่ใช้ฟังก์ชันคอร์เนลแบบ Linear ที่
ไม่ให้ค่าขั้วค ามีค่า F1 โดยเฉลี่ยที่ 0.464 และมีส่วนเบี่ยงเบนมาตรฐานที่ 0.035 ซึ่งการจ าแนก
รายงานจุดบกพร่องด้วยอัลกอริทึม SVM ที่ใช้ฟังก์ชันคอร์เนลแบบ Linear ที่ให้ค่าขั้วค ามีค่า F1 โดย
เฉลี่ยที่ 0.514 และมีส่วนเบี่ยงเบนมาตรฐานที่ 0.029 

การจ าแนกรายงานจุดบกพร่องด้วยอัลกอริทึม SVM ที่ใช้ฟังก์ชันคอร์เนลแบบ RBF ที่ไม่ให้
ค่าขั้วค ามีค่า F1 โดยเฉลี่ยที่ 0.497และมีส่วนเบี่ยงเบนมาตรฐานที่ 0.036 ซึ่งการจ าแนกรายงาน
จุดบกพร่องด้วย SVM ที่ใช้ฟังก์ชันคอร์เนลแบบ RBF ที่ให้ค่าขั้วค ามีค่า F1 โดยเฉลี่ยที่ 0.561 และมี
ส่วนเบี่ยงเบนมาตรฐานที่ 0.039 

การจ าแนกรายงานจุดบกพร่องด้วยอัลกอริทึม LR ที่ไม่ให้ค่าขั้วค ามีค่า F1 โดยเฉลี่ยที่ 0.509 
และมีส่วนเบี่ยงเบนมาตรฐานที่ 0.033 ซึ่งการจ าแนกรายงานจุดบกพร่องด้วยอัลกอริทึม LR ที่ให้ค่า
ขั้วค ามีค่า F1 โดยเฉลี่ยที่ 0.562 และมีส่วนเบี่ยงเบนมาตรฐานที่ 0.022 

การจ าแนกรายงานจุดบกพร่องด้วยอัลกอริทึม RF ทีไ่ม่ให้ค่าขั้วค ามีค่า F1 โดยเฉลี่ยที่ 0.507 
และมีส่วนเบี่ยงเบนมาตรฐานที่ 0.038 ซึ่งการจ าแนกรายงานจุดบกพร่องด้วยอัลกอริทึม RF ที่ให้ค่า
ขั้วค ามีค่า F1 โดยเฉลี่ยที่ 0.464 และมีส่วนเบี่ยงเบนมาตรฐานที่ 0.035  

โดยสามารถค านวณหาค่าสหสัมพันธ์ชองค่า F1ในการจ าแนกรายงานจุดบกพร่องแบบไม่ใช่

ค่าข้ัวค า และการจ าแนกรายงานจุดบกพร่องแบบใช้ขั้วค าของแต่อัลกอริทึมได้ดังตารางที่ 4-9 

ตารางที่ 4-9 ตารางแสดงค่าสหสัมพันธ์ของค่า F1 ในการจ าแนกรายงานจุดบกพร่องของ Firefox ที่
ไม่ให้ค่าขั้วค า เปรียบเทียบกับการจ าแนกรายงานจุดบกพร่องของ Firefox ที่ให้ค่าข้ัวค า 

  N Correlation Sig. 
Pair 1 NB & polarity + NB 12 0.884 0.000 
Pair 2 SVM (Linear) & polarity + SVM (Linear) 12 0.897 0.000 
Pair 3 SVM (RBF) & polarity + SVM (RBF) 12 0.922 0.000 
Pair 4 LR & polarity + LR 12 0.857 0.000 
Pair 5 RF & polarity + RF 12 0.941 0.000 

จากตารางที่ 4-9  พบว่าค่าสถิติสหสัมพันธ์ของค่า F1 ในแต่ละอัลกอริทึมมีค่าดังนี้  
NB   มีค่าสถิติสหสัมพันธ์อยู่ที่  0.884  
SVM(Linear)  มีค่าสถิติสหสัมพันธ์อยู่ที่  0.897  
SVM(RBF)   มีค่าสถิติสหสัมพันธ์อยู่ที่  0.922 
LR   มีค่าสถิติสหสัมพันธ์อยู่ที่  0.857 
RF   มีค่าสถิติสหสัมพันธ์อยู่ที่  0.941 
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โดยที่ทุกอัลกอริทึมที่ท าการทดสอบมีค่า Sig. เท่ากับ 0.000 ซึ่งน้อยกว่า 0.01 แสดงว่าค่าตัว
แปร F1 ของการจ าแนกรายงานจุดบกพร่องที่ไม่ให้ค่าขั้วค า และการจ าแนกรายงานจุดบกพร่องที่ให้
ค่าข้ัวค ามีความสัมพันธ์กันอย่างมีนัยส าคัญทางสถิติท่ี 0.01 

ซึ่งในการวิเคราะห์ Paired Samples t-test จะท าการค านวณหาค่าสถิติพ้ืนฐานของตัวแปร
คู่ที่จะท าการทดสอบสมมติฐานในการจ าแนกรายงานจุดบกพร่องของ Firefox ที่ไม่ใช่การให้ค่าขั้วค า 
และการจ าแนกรายงานจุดบกพร่องของ Firefox ที่ให้ค่าขั้วค าของแต่อัลกอริทึมดังแสดงในตารางที่ 

4-10  
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จากตารางที่ 4-10 สามารถสรุปผลการทดสอบของค่า F1 ในการจ าแนกรายงานจุดบกพร่อง

ของ Firefox ในแต่ละอัลกอริทึมได้ดังตารางที่ 4-11 

ตารางที่ 4-11 ตารางสรุปค่าสถิติ t-test ของค่า F1 ในการจ าแนกรายงานจุดบกพร่องของ Firefox ที่
ไม่ให้ค่าขั้วค า เปรียบเทียบกับการจ าแนกรายงานจุดบกพร่องของ Firefox ที่ให้ค่าข้ัวค า 

อัลกอริทึม 
ค่าเฉลี่ยของความ

แตกต่าง 
ส่วนเบี่ยงเบนมาตาฐาน สถิติทดสอบ t-test ค่า P 

NB 0.043 0.015 10.024 0.00001 
SVM(Linear) 0.050 0.016 10.856 0.00001 
SVM(RBF) 0.039 0.015 9.015 0.00001 

LR 0.053 0.018 10.407 0.00001 
RF 0.053 0.013 14.182 0.00001 

จากตารางที่ 4-6 พบว่าในการเปรียบการจ าแนกรายงานจุดบกพร่องจากทุกอัลกอริทึมมีค่า 
P เท่ากับ 0.00001 ซึ่งมีค่าน้อยกว่า 0.01 แสดงว่าค่าตัวแปรทั้งสองมีความสัมพันธ์กันอย่างมีนัยส าคัญ
ทางสถิติท่ี 0.01 นั้นคือ การจ าแนกรายงานจุดบกพร่องของ Firefox ที่ให้ค่าขั้วค ามีกระสิทธิภาพที่น่า
พอใจกว่าการจ าแนกรายงานจุดบกพร่องของ Firefox ที่ไม่ให้ค่าขั้วค า  

ส าหรับ ในงานวิจัยที่ใกล้เคียงกับงานวิจัยนี้ที่สุด เพราะใช้ข้อมูลจริงจาก Bugzilla เช่นกัน 
คือ งานวิจัยของ Nizamani และคณะ [22] ที่น าเสนอในปี 2018 โดยได้ผลลัพธ์ของค่า F1 ในการ
จ าแนกรายงานจุดบกพร่องที่เป็นรายงานจุดบกพร่อง และรายงานที่ไม่เป็นจุดบกพร่อง Non-bug อยู่
ที่ 0.72  

ภายหลังจากที่ได้การทดสอบการจ าแนกรายงานจุดบกพร่องของ Firefox โดยการแบ่ง
ข้อมูลแบบ 10 fold cross validation ซึ่งให้ผลการจ าแนกรายงานจุดบกพร่องออกมาเป็นที่น่าพอใจ 
จึงได้ท าการทดสอบกับการจ าแนกรายงานจุดบกพร่อง Firefox โดยแบ่งข้อมูลแบบ holdout 
method ในอัตราส่วนของชุดข้อมูลรายงานจุดบกพร่องส าหรับสร้างแบบจ าลองการจ าแนกต่อ ชุด
ข้อมูลรายงานจุดบกพร่องส าหรับทดสอบเป็น 70:30 โดยสร้างแบบจ าลองการจ าแนกรายงาน
จุดบกพร่องด้วยเทคนิค Unigram ส่วนในการให้น้ าหนักด้วยเทคนิค MATF ร่วมกับให้ค่าขั้วค า และ
สร้างแบบจ าลองการจ าแนกรายงานจุดบกพร่องด้วยอัลกอริทึม ได้แก่ SVM ที่ใช้เคอร์เนลแบบ RBF 
และ RF และน าไปจ าแนกรายงานจุดบกพร่องในชุดรายงานจุดบกพร่องทดสอบที่แบ่งไว้โดยในส่วน
ของชุดทดสอบของรายงานจุดบกพร่องจะประกอบด้วยการตัดค าด้วยเทคนิค Unigram ให้น้ าหนักค า
ด้วยเทคนิค MATF ส่วนในการให้ค่าขั้วค าจะพิจารณาจากความน่าจะเป็นของรายงานจุดบกพร่อง
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นั้นๆ ด้วยอลักอริทึมนั้นๆ ก่อนว่า ควรที่จะให้น้ าหนักขั้วค าท่ีเป็นรายงานจุดบกพร่อง หรือขั้วค าท่ีเป็น

รายงานที่ไม่ใช่จุดบกพร่อง ซึงแสดงผลดังตารางที่ 4-12 

ตารางที่ 4-12 การทดสอบการจ าแนกรายงานจุดบกพร่อง Firefox โดยแบ่งข้อมูลแบบ Holdout 

คุณลักษณะ การให้น้ าหนัก SVM with RBF RF 

Unigram + Porter 
stemming 

 MATF + Polarity 0.62 0.61 

อย่างไรก็ตาม งานวิจัยของ Nizamani และคณะ [22] ก็มีความแตกต่างจากงานที่ได้
น าเสนอค่อนข้างมากในหลายๆ ประเด็น นั่นคือ Nizamani และคณะ [22] ในงานวิจัยนี้ใช้ข้อมูลจาก 
35 โอเพนซอร์สที่มีการจัดเก็บรายงานจุดบกพร่องผ่าน Bugzilla สาเหตุคือเพ่ือให้เกิดความ
หลากหลายของข้อมูลที่น ามาสร้างโมเดลในการจ าแนกรายงานจุดบกพร่อง เพ่ือที่โมเดลที่พัฒนาขึ้น
มาจะสามารถน าไปใช้ในการท านายกลุ่มรายงานจุดบกพร่องในหลายๆ โอเพนซอร์ส โดยข้อมูลที่ใช้จะ
ใช้ข้อมูลในมีสถานะเป็น RESOLUTION หรือ RESOLVED ซึ่งประกอบด้วยรายงานจุดบกพร่องที่เป็น 
INVALID คือรายงานที่ไม่ใช่จุดบกพร่อง และ FIXED คือรายงานจุดบกพร่องที่มีการแก้ไขจุดบกพร่อง
ตามรายงานนั้นไปแล้ว ซึ่งก็คือรายงานจุดบกพร่องที่เป็นรายงานจุดบกพร่องจริง  ๆ จ านวนทั้งสิ้น 
41,635 รายงาน แต่ในการส่วนเนื้อหาของรายงานจุดบกพร่องที่น ามาสร้างโมเดลเพ่ือการจ าแนก
รายงานจุดบกพร่องนั้นจะใช้ในส่วนของ Description โดยในงานวิจัยนี้ใช้คุณลักษณะเป็น Unigram 
ร่วมกับการท า Lemmatization และให้น้ าหนักด้วย TF ขณะที่มีการประยุกต์อัลกอริทึมการเรียนรู้
ของเครื่อง 4 อัลกอริทึมในการสร้างโมเดลเพ่ือการจ าแนกรายงานจุดบกพร่องคือ Multinomial NB, 
SVM, RF, และ LR ซึ่งผลลัพธ์ปรากฎว่าโมเดลในการจ าแนกรายงานจุดบกพร่องที่สร้างจาก 
Multinomial NB กลับให้ผลการท านายที่ดีที่สุด ซึ่งมีค่า F1 อยู่ที่ 0.72 เนื่องจากการใช้รายงาน
จุดบกพร่องที่หลากหลาย รวมถึงการใช้เนื้อหาในส่วนที่เป็น Description ท าให้มีคุณลักษณะจ านวน
มาก ซึ่งลักษณะดังกล่าวจะเหมาะสมกับ Multinomial NB เพราะพ้ืนฐานของอัลกอริทึมนี้ต้องการ
คุณลักษณะที่มีจ านวนมาก โดยเฉพาะในข้อมูลที่เป็นข้อความ  

จากข้างต้น งานวิจัยนี้จึงทดสอบการสร้างโมเดลการจ าแนกรายงานจุดบกพร่องด้วย
การใช้ส่วนของ Description เช่นเดียวกับในงานวิจัยของ Nizamani และคณะ [22] โดยใช้ข้อมูล
รายงานจุดบกพร่องของ Firefox ที่ใช้เป็นชุดข้อมูลหลักในงานวิจัยนี้ ซึ่งชุดข้อมูลส าหรับเรียนรู้โมเดล
ส าหรับจ าแนกรายงานจุดบกพร่องในคลาส Bug จ านวน 5,000 รายงาน และคลาส Non-bug จ านวน 
5,000 รายงาน ขณะที่ใช้ข้อมูลทดสอบในคลาส Bug จ านวน 1,500 รายงาน และคลาส Non-bug 
จ านวน 1,500 รายงาน จุดประสงค์ก็เพ่ือจะท าการเปรียบเทียบกระบวนการของ Nizamani และ
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คณะ [22] และกระบวนการที่ใช้ในงานวิจัยนี้และพบว่าให้ประสิทธิภาพดีที่สุด คือการคุณลักษณะเป็น 
Unigram ร่วมกับการท า Porter stemming และให้น้ าหนักด้วย MATF ขณะที่ประยุกต์อัลกอริทึม
การเรียนรู้ของเครื่อง 3 อัลกอริทึมในการสร้างโมเดลเพ่ือการจ าแนกรายงานจุดบกพร่องคือ 
Multinomial NB, SVM ที่ใช้เคอร์เนลเป็น RBF, และ RF ซึ่งผลการทดสอบสามารถแสดงได้ดังตาราง
ที่ 4-4 

ตารางที่ 4-13 ผลการเปรียบเทียบกระบวนการวิจัยที่น าเสนอและกระบวนการวิจัยของ  
Nizamani และคณะ ในการจ าแนกรายงานจุดบกพร่องของ Firefox ด้วยค่า F1 

กระบวนการ 
วิจัย 

คุณลักษณะ การให้น้ าหนัก 
Multinomial 

NB 

SVM with 
RBF 

RF 

Nizamani 
และคณะ [29] 

Unigram + 
Lematization 

TF 0.60 0.61 0.61 

กระบวนการที่
น าเสนอ 

Unigram + 
Porter 

stemming 
MATF 0.62 0.66 0.64 

จากผลการทดสอบที่ปรากฏในตารางที่ 4-4 นั้น จะพบว่ากระบวนการที่น าเสนอใน
งานวิจัยนี้ แม้จะเปลี่ยนข้อมูลจากการใช้ Summary ไปเป็นการใช้ Description ก็ยังคงให้ผลลัพธ์ที่มี
แนวโน้มที่น่าพอใจเมื่อเปรียบเทียบกับงานของ Nizamani และคณะ [29]  และแสดงให้เห็นว่า การ
ใช้ข้อมูลเพียง Summary อาจจะไม่เพียงพอต่อการวิเคราะห์การจ าแนกรายงานจุดบกพร่อง ซึ่งหาก
ใช้ข้อมูลในส่วนของ Description เพ่ิมเข้ามา ก็น่าจะช่วยให้ประสิทธิภาพของการจ าแนกรายงาน
จุดบกพร่องที่เป็น Bug และ Non-bug ไดด้ีมากขึ้น 

4.3 สรุปผลการทดสอบ 

จากผลการทดสอบการจ าแนกรายงานจุดบกพร่องในงานวิจัยนี้สามารถสรุป โดยแยกการ
พิจารณาจากชุดข้อมูลได้ดังนี้คือ 

ส าหรับชุดข้อมูลมาตรฐานของ Herzig นั้น ผลการทดลองออกมาทิศทางเดียวกันว่า การใช้
ข้อมูลในส่วน Summary ของรายงานจุดบกพร่อง โดยใช้คุณลักษณะที่เป็น Unigram ร่วมกับการท า 
Porter stemming นั้น น่าจะเป็นคุณลักษณะที่เหมาะสมที่สุด ขณะที่อัลกอริทึมการเรียนรู้ของเครื่อง
ที่เหมาะสมคือ SVM ที่ใช้เคอร์เนลฟังก์ชันแบบ RBF และ RF อย่างไรก็ตาม จากการทดสอบจะเห็นว่า 
การให้น้ าหนักค าหรือคุณลักษณะด้วย MATF ให้ประสิทธิภาพที่ดีกว่าการให้น้ าหนักแบบ TF, TF-IDF 
และ BM25 
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ส าหรับชุดข้อมูลของ Firefox นั้น ก็เป็นการใช้ข้อมูลของรายงานจุดบกพร่องที่ เป็น 
Summary เท่านั้น ซึ่งผลการทดลองก็ยังคงออกมาทิศทางเดียวกับการทดสอบด้วยชุดข้อมูลมาตรฐาน
ของ Herzig ซึ่งคุณลักษณะที่เหทมาะสมยังคงเป็น Unigram ร่วมกับการท า Porter stemming 
ขณะที่อัลกอริทึมการเรียนรู้ของเครื่องที่เหมาะสมก็ยังคงเป็น SVM ที่ใช้เคอร์เนลฟังก์ชันแบบ RBF 
และ RF ส่วนการให้น้ าหนักค าหรือคุณลักษณะด้วย MATF ก็ยังคงให้ประสิทธิภาพที่ดีกว่าการให้
น้ าหนักแบบ TF, TF-IDF และ BM25 

นอกจากนี้ ยังได้ท าการเปรียบเทียบกับกระบวนงานวิจัยที่น าเสนอโดย Nizamani และ
คณะ [22] ที่มีการใช้ข้อมูลในรายงานจุดบกพร่องเป็น Description โดยใช้คุณลักษณะเป็น Unigram 
ร่วมกับการท า Lemmatization และให้น้ าหนักด้วย TF ซึ่งภายหลังจากการเปรียบเทียบกับการใช้
คุณลักษณะเป็น Unigram ร่วมกับการท า Porter stemming และให้น้ าหนักด้วย MATF พบว่าการ
ใช้คุณลักษณะเป็น Unigram ร่วมกับการท า Porter stemming และให้น้ าหนักด้วย MATF ให้
ประสิทธิภาพที่ดีกว่า โดยเฉพาะ เมื่อใช้ร่วมกับอัลกอริทึมการเรียนรู้ของเครื่องไม่ว่าจะเป็นแบบ 
Multinomial NB, SVM ที่ใช้เคอร์เนลฟังก์ชันแบบ RBF และ RF เพราะให้ผลลัพธ์ที่สูงกว่าผลลัพธ์ที่
แสดงในงานวิจัยของ Nizamani และคณะ [22] 

 



 

 

  

บทที่ 5 
สรุปผล อภิปรำยผล และข้อเสนอแนะ 

งานวิจัยยี้เป็นการวิจัยเพ่ือน าเสนอการจ าแนกรายงานจุดบกพร่องออกเป็น รายงานที่เป็น
จุดบกพร่อง และรายงานที่ไม่เป็นจุดบกพร่องแบบอัตโนมัติจากข้อความในรายงานจุดบกพร่องที่เป็น
ภาษาธรรมชาติ ซึ่งมีรายละเอียดดังต่อไปนี้ 

5.1 ความส าคัญ และวัตถุประสงค์ของการวิจัย 

เพ่ือน าเสนอการวิจัยเพ่ือพัฒนากระบวนการในการจ าแนกรายงานจุดบกพร่องแบบอัตโนมัติ
แบบ 2 กลุ่มคือ รายงานจุดบกพร่อง และรายงานที่ไม่เป็นจุดบกพร่องบนพ้ืนฐานของการเรียนรู้แบบมี
ผู้สอน (Supervised Learning)  

5.2 สรุปกระบวนการ  

กระบวนการในการด าเนินงานวิจัยนี้ แบ่งออกเป็น 2 ส่วนหลัก ได้แก่ การเตรียมการเบื้องต้น
การสร้างแบบจ าลอง และจ าแนกรายงานจุดบกพร่อง 

ส่วนที่ 1: การเตรียมการเบื้องต้น เป็นกระบวนการให้ในสร้างคลังขั้วของค าจากรายงาน
จุดบกพร่อง Core โดยมีกระบวนการดังนี้ 

1) การกระบวนการการเตรียมข้อมูล เป็นในการเตรียมข้อมูลที่อยู่ในรูปแบบภาษาธรรมชาติ 
ให้เป็นข้อมูลที่คอมพิวเตอร์สามารถน าไปประมวลผลได้ โดยมีกระบวนการได้แก่ การตัดค า การคัดค า
คาเมลเคส การก าจัดค าหยุด การเปลี่ยนรูปค า และการสร้างตัวแทนเอกสาร  

2) การวิเคราะห์ขั้วของค า เป็นกระบวนการในการวิเคราะห์ค่าความเป็นรายงาน
จุดบกพร่อง และค่าความไม่เป็นรายงานจุดบกพร่องของค า โดยการประยุกต์การหาความน่าจะเป็น
จากทฤษฎีนาอีฟเบย์ ซึ่งจะได้เป็นคลังขั้วของค า เพ่ือในไปใช้ในการให้ค่าขั้วของค าในกระบวนการ
ต่อไป 

ส่วนที่ 2: การสร้างแบบจ าลอง และการจ าแนกรายงานจุดบกพร่อง โดยใช้รายงาน
จุดบกพร่อง Firefox โดยมีกระบวนการดังนี้ 

1) การกระบวนการการเตรียมข้อมูล เป็นในการเตรียมข้อมูลที่อยู่ในรูปแบบภาษาธรรมชาติ 
ให้เป็นข้อมูลที่คอมพิวเตอร์สามารถน าไปประมวลผลได้ โดยมีกระบวนการได้แก่ การตัดค า การคัดค า
คาเมลเคส การก าจัดค าหยุด การเปลี่ยนรูปค า การสร้างตัวแทนเอกสาร การให้น้ าหนักค าด้วยเทคนิค 
TF, TF-IDF, BM25 และ MATF  และการให้น้ าหนักจากคลังขั้วของค าท่ีได้จากการเตรียมการเบื้องต้น
ในส่วนที่ 1  
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2) การสร้างแบบจ าลองการจ าแนก และทดสอบการจ าแนกรายงานจุดบกพร่อง เป็น
กระบวนการในการสร้างแบบจ าลองการจ าแนกรายงานจุดบกพร่องจากข้อมูลสที่ผ่านการเตรียม
ข้อมูลในขั้นต้น โดยใช้อัลกอริทึมแบบมีผู้สอน โดยในงานวิจัยนี้ได้ใช้อัลกอริทึมในการสร้างแบบจ าลอง
การจ าแนกรายงานจุดบกพร่องจ านวน 5 อัลกอริทึม เพ่ือหาอัลกอริทึมที่เหมาะสมส าหรับการจ าแนก
รายงานจุดบกพร่อง ซึ่งได้แก่ นาอีฟเบย์ ซัพพอร์ตเวกเตอร์แมชชีน (Linear) ซัพพอร์ตเวกเตอร์ 
แมชชีน (RBF) การวิเคราะห์การถดถอยโลจิสติก และแรนดอมฟอเรส  

เพ่ือให้ทราบว่าแบบจ าลองที่สร้างมีความเหมาะสมในการจ าแนกรายงานจุดบกพร่อง หรือไม่ 
จึงต้องท าการทดสอบการจ าแนกรายงานจุดบกพร่อง เพ่ือเป็นการประเมินประสิทธิภาพในการจ าแนก
รายงาน ซึ่งในงานวิจัยนี้ได้ใช้เทคนิคคอนฟิวชันเมตริกซ์ในการประเมินประสิทธิ ซึ่งวัดประสิทธิภาพ
การจ าแนกรายงานจุดบกพร่องของแบบจ าลองโดยใช้ค่าเอฟ ซึ่งเป็นค่าที่ใช้ในงานวิจัย [16, 17, 26, 
28, 29] 

5.3 สรุป และอภิปรายผล  

จากกระบวนการวิจัยการจ าแนกรายงานจุดบกพร่องออกเป็นรายงานจุดบกพร่อง และ
รายงานที่ไม่เป็นจุดบกพร่องพบว่า จากการทดสอบการการจ าแนกรายงานจุดบกพร่องกับสองชุด
ข้อมูลคือ ข้อมูลรายงานจุดบกพร่องของ Herzig [15] และข้อมูลรายงานจุดบกพร่องของ Firefox 
ด้วยเทคนิคการประมวลผลทางภาษา และจ าแนกรายงานจุดบกพร่องด้วยอัลกอริทึมที่นิยมใช้ในการ
จ าแนกรายงานจุดบกพร่องเป็นพ้ืนฐาน โดยในการวิจัยได้ท าการทดสอบเปรียบเทียบประสิทธิภาพ
การจ าแนกโดยใช้ค่า F1 ซึ่งพบว่าประสิทธิในการจ าแนกรายงานจุดบกพร่องของ Herzig [15] ซึ่ง
เป็นมาตฐานที่ผ่านการคัดเลือกข้อมูล โดย Herzig และคณะ พบว่าเทคนิค Unigram ร่วมกับเทคนิค 
Porter Stemming และแบบจ าลองการจ าแนกรายงานจุดบกพร่องด้วยอัลกอริทึม SVM ที่ใช้เคอร์
เนลฟังก์ชันแบบ RBF และ RF ให้ประสิทธิภาพสูงสุด ซึ่งสอดคล้องกับในงานวิจัย [17, 26] และใน
ขณะเดียวกันการจ าแนกรายงานจุดบกพร่องของ Firefox ซึ่งเป็นข้อมูลรายงานจุดบกพร่องจริงที่ไม่ได้
ผ่านการคัดเลือก พบว่าการจ าแนกรายงานจุดบกพร่องด้วยอัลกอริทึม SVM ที่ใช้เคอร์เนลฟังก์ชัน
แบบ RBF และ RF มีประสิทธิภาพที่ดีที่สุด ส่วนการให้น้ าหนักค า หรือคุณลักษณะพบว่าการให้น า
หนักค าด้วย MATF ก็ยังคงให้ประสิทธิภาพที่ดีกว่าการให้น้ าหนักแบบ TF, TF-IDF และ BM25 และ
กระบวนการที่น าเสนอในงานวิจัยนี้ที่เพ่ิมการให้น้ าหนักด้วยขั้วค าการจ าแนกรายงานจุดบกพร่อง
ออกเป็นรายงานจุดบกพร่อง และรายงานที่ไม่ใช่จุดบกพร่องพบว่ามีประสิทธิภาพที่ดีข้ึนจากเดิม 
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5.4 ปัญหา และอุปสรรค 

ปัญหาที่พบคือในการ encode และ decode ข้อความ เพ่ือใช้ในการประมวลผล เนื่องจาก
ซอฟต์แวร์มีผู้ใช้งานทั่วโลกการใช้งานทั่วโลก จึงพบภาษาที่ไม่ใช่ภาษาอังกฤษปะปนในรายงาน
จุดบกพร่อง 

5.5 ข้อเสนอแนะ  

ควรระบุให้ผู้ที่รายงานจุดบกพร่องเข้าสู่ระบบติดตามจุดบกพร่องให้รายงานจุดบกพร่องเป็น
ภาษาอังกฤษเท่านั้น เนื่องภาษาอังกฤษยังเป็นภาษากลางที่ทั่วโลก ซึ่งในการจ าแนกรายงาน
จุดบกพร่องที่เป็นเพียงภาษาอังกฤษจะมีประสิทธิภาพที่ดีกว่า อีกท้ังการที่มีรายงานจุดบกพร่องที่เป็น
ภาษาอ่ืนถูกรายงานเข้าสู่ระบบอาจท าให้ผู้พัฒนาไม่สามารถท าความเข้าใจกับจุดบกพร่องที่พบได้ 
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ภาคผนวก ก 
ตัวอย่างข้อมูลรายงานจุดบกพร่องที่ใช้ในการวิจัย 
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ในงานวิจัยนี้ได้ใช้ข้อมูลรายงานจุดบกพร่องจ านวน 3 ชุดข้อมูล ดังนี้ 

1. ชุดข้อมูลรายงานจุดบกพร่องของ Core ซึ่งแต่ละรายงานที่เก็บรวบบวมมีลักษณะ ดังนี้ 
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2. ชุดข้อมูลรายงานจุดบกพร่องของ Firefox ซ่ึงแต่ละรายงานท่ีเก็บรวบบวมมีลักษณะ ดงัน้ี 
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3. ชุดข้อมูลรายงานจุดบกพร่องของ Herzig ซึ่งแต่ละรายงานที่เก็บรวบบวมมีลักษณะ ดังนี้ 
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ภาคผนวก ข 
ตัวอย่างข้อมูลรายงานจุดบกพร่องที่ใช้ในการวิจัย 
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ตัวอย่างคลังขั้วค าของรายงานจุดบกพร่อง 
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ตัวอย่างคลังขั้วค าของรายงานที่ไม่ใช่หจุดบกพร่อง 
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ภาคผนวก ค 
ตัวอย่างข้อมูลรายงานจุดบกพร่องที่ใช้ในการวิจัย 
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ตัวอย่างตัวแทนเอกสารที่ผ่านการให้น้ าหนัก และค่าขั้วค าที่เป็นรานงานจุดบกพร่อง 
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