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ABSTRACT 

  

This thesis aims to improve the performance of multi-

label classification (MLC) potentially. The research objectives 

are to improve the MLC performance using feature encoding 

and Soft-loss. This work attempts to drive three research 

questions and investigate scientific approaches to respond to the 

questions to achieve the research objectives. The thesis's 

contribution is divided into three folds : (i) Results of comparing 

state-of-the-art MLC methods with the non-communicable 

disease dataset. (ii) Feature reconstruction technique using an 

AutoEncoder network that encodes the features and labels, 

which improves the efficiency of MLC on the standard dataset. 

(iii) Applying the label patterns of the data to improve the 

classification performance. 
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Chapter 1 

 

Introduction 

 

1.1 Introduction 

 Multi-label classification (MLC) is part of supervised machine learning (M. L. 

Zhang & Zhou, 2014) (Herrera, Charte, Rivera, & Del Jesus, 2016). The problem is 

one of the classification problems that has gained extensive attention in the research 

in machine learning (Mencía et al., 2018). In general, real-world applications usually 

contain more than one data entity or classes; such an image may contain different 

tangible objects in one single image scene. In the medical domain, classifying patients 

with multiple diseases can be one of the applications of applying the MCL technique 

(Sangkatip & Phuboon-Ob, 2020). Images detection with multiple objects; video clips 

are several categories; classification of sounds in different emotions undergoes 

applications that use MCL. From the information perspective, traditional 

classification techniques with only one single class may not be applicable to solve 

MCL problems. Therefore, MLC methods have been specifically introduced to solve 

these complex problems (more than one data entity). The MLC method was presented 

in 2004 by Boutell et al. (2004). The work aimed to present the classification of 

objects and, yet, to detect multi-objects in an image. From then on, there began to be 

more severe research that proposed a solution to the problem of multi-label 

classification. Furthermore, there is a standardized data set in many domains 

published for researchers to experiment (Tsoumakas, Spyromitros-Xioufis, et al., 

2011).  

 Tsoumakas & Katakis. (2007a) divided MLC techniques into two groups: 

Adaptation Methods (AM) and Problem Transformation Methods (PTM). The first 

group, the AM method, is a method that improves the algorithm on the classification. 

For example, the Decision Tree algorithm C4.5 is implemented to enable multi-label 

classification, called ML-C4.5 (Clare & King, 2001), and the K-Nearest Neighbors 

algorithm is modified. MLC is possible, known as Multi-label K-Nearest Neighbor 
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(ML-KNN) (M. L. Zhang & Zhou, 2007). Moreover, the second group, the PTM 

method, is the method for converting problems from multiple labels into a single class 

first so that the conventional classification algorithm can classify multiple labels.  

Example, Binary Relevance (BR)  (Tsoumakas & Katakis, 2007b), Classifier Chains 

(CC) (Read et al., 2009), Label Power-set (LP) (Tsoumakas et al., 2008). Madjarov et 

al. ( 2012a) presented an experiment to compare the effectiveness of a MLC method. 

The MLC method was divided into three groups,s retaining the same AM and PTM 

methods. A new group called Ensemble Methods (EM) was added, which was 

developed by combining PTM methods to improve classification efficiency. Such as 

RAndom k-labELsets (RAkEL) (Tsoumakas & Vlahavas, 2007b), Ensemble of 

Pruned Sets (EPS) (Read et al., 2008), and Ensemble of Classifier Chains (ECC) 

(Read et al., 2009).  

 The current MLC challenges are focused on improving classification 

efficiency with greater accuracy. More research has been done to analyze feature-

label relationships. Feature Engineering (FE) (Guozhu & Huan, 2018; Hafeez et al., 

2021) is divided into several tasks, for example, Feature Selection (FS), Feature 

Transformation (FT), and Feature Reconstruction (FR). Dimensional reduction is one 

of the techniques used to transform data features. There are two categories of 

dimensionality reduction methods. One is feature selection and feature 

transformation. Method FS keeps only useful features and dismisses others, while FT 

constructs a new but smaller number of features out of the original ones (Deng et al., 

2013b). The current FT method can be applied by implementing, for example, deep 

learning algorithms (Patterson & Gibson, 2017) and unsupervised network 

algorithms, which learn to encode data to extract the relationships of the data. Y. 

Cheng et al. (2019) used a deep learning technique to build and extract relationships 

between attributes and labels in a multi-label classification. Feature reconstruction, a 

transformation process, can be considered a tool to generate a set of new feature sets 

(based on the original data features). The reconstructed features are anticipated to be 

compact and descriptive, which can be used in the classification process. 

 There is a very successful method for increasing the efficiency of multi-label 

classifications, known as Label Correlation (LC)  (Fan et al., 2021; J. Li et al., 2022; 

Nazmi et al., 2021). It is a method that cares about label relationships and believes 
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that the resulting labels are interdependent. And are not independent of each other. 

Therefore, it is proposed to find the probabilities of a label from the relation of the 

data to the label.  M.-L. Zhang. (2011) proposed that LIFT used a k-means clustering 

algorithm to group the positive and negative instances of each label in the data. Then, 

the characteristics of the data were extracted through the distance measurement 

between the data instances and the cluster centers of each label. Subsequently, the 

relationship between the labels was established by creating additional attributes of the 

data (Gao et al., 2020). Huang et al. (2018) proposed a technique to learn the 

dispersion of label attributes, including common attributes. They applied double-label 

correlation to differentiate labels for each category. 

 The literature review from its inception to the current research of the MLC, a 

method, is still in the spotlight. Furthermore, there are still challenges for researchers 

today. Interests in tackling current MLC challenges can be grouped into several 

groups. The first group is interested in improving MLC's existing algorithms, such as 

PTM, AM, and EM types, to be more efficient. The second group, which optimizes 

the dimensions of the instance data, reduces the dimension of the features and shrinks 

the label to a smaller dimension for a more straightforward classification. And the 

third group analyzes the correlation of features with the labels or the correlation 

between the labels that occur the most. All three groups are still in the interest of 

researchers to improve the efficiency of multi-label classifications with greater 

accuracy. 

 This thesis proposed a method to improve the efficiency of MLC to achieve a 

more accurate multi-class classification. The work is divided into three tasks: First, 

this was to use the non-communicable chronic disease diagnosis dataset. Experiment 

with popular traditional MLC methods. We compare the efficiency of the 

classification of each method. Second, this task proposes a method for establishing a 

relationship between a feature and a label to optimize classification by presenting a 

feature reconstruction method with an AutoEncoder algorithm to learn and create new 

features that are related to labels and then apply the new features to experiment with 

MLC methods and compare their performance. Third, this task proposes a technique 

that performs that classification by integrating the information of label patterns 

exhibited in the data. This information is anticipated to be helpful in training an 
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Artificial Neural Network (ANN) to obtain a generalized model and predict outcomes 

to the existing label patterns in data. 

 

1.2 Research Questions: RQ 

 RQ1: The MLC methods have been proposed to solve the problem of 

classifying more than one class, also known as multi-label, for more efficient 

classification. The initial or traditional method is presented in several groups as AM, 

PTM, and EM. These methods are referenced and are the base for developing new 

methods such as BR, CC, LP, and ML-KNN. They provide excellent performance in 

multi-label classification. Therefore, this research is interested in applying the popular 

traditional method of MLC. It uses the Non-Communicable Disease (NCDs) 

diagnosis dataset to experiment and collect data from Suthavej Hospital. It is 

information on patients with chronic non-communicable diseases. For example, 

patients with diabetes often have hypertension. From the information, the patient data 

had more than one concomitant diagnosis. The MLC approach is needed to classify 

multiple diseases together for the above problem. The dataset is introduced into the 

MLC process using the defined methods. The results were compared to measure the 

efficiency of the classification of each method. Furthermore, the conclusion is which 

method can most accurately classify data for diagnosing chronic non-communicable 

diseases. 

 RQ2: The MLC performance improvements used features jointly with labels 

are well-known and allow for higher classification efficiency  (Fan et al., 2021; J. Li 

et al., 2022; Nazmi et al., 2021). This work proposes a method for reconstructing 

features from learning the relationship between features and labels because features 

are an essential factor in classifying data in which labels use the AutoEncoder 

algorithm to learn to correlate features with labels. It will get a new feature that has 

changed the dimensions of the data may be increased or reduced. Nevertheless, the 

relationship of the feature data is more indicative of the label. This method permits 

the MLC algorithm to classify more accurately. 

 RQ3:  One of the possible solutions for performing the MLC task is to 

investigate the patterns of class labels in the dataset. The classification can be carried 

out in multi-class classification family schemes. Power subset is a general technique 
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that converts MLC to multi-class problems. Based on the same principles, this 

research question will investigate the drive into using the pattern of a label (or data 

classes) in the data to assist the classification. Would the patterns of labels be used in 

training a model to obtain a generalized model for MLC. 

 

1.3 Objectives 

 Improve the multi-label classification performance using feature encoding and 

Soft-loss. 

 

1.4 Contributions 

 This thesis aims to propose methods to improve the efficiency of MLC by 

adapting existing methods to achieve better-generalized MLC. This thesis uses 

generic real-world datasets comprising the Non-Communicable Diseases (NCDs). 

Dataset collected from Suthavej Hospital and used more than eight standard datasets 

available for the research. The experiments use both the NCDs and the standard 

datasets. The traditional MLC methods are implemented to evaluate the effectiveness 

of the classification methods. Furthermore, this work improves the efficiency of 

MLC, integrating the relationship between features and labels of the data. The 

contribution and the organization of the thesis be described as follows: 

 In Chapter 2, this thesis investigates the traditional comparative methods of 

multi-label classification. The major used four methods are Binary relevance (BR), 

Classifier Chains (CC), The RAndom k-labELsets (RAkEL), and Multi-label K- 

Nearest Neighbor (ML-KNN). The work in this chapter used a non-communicable 

chronic disease dataset from Suthavej Hospital to generate the classification models 

and construct the evaluation experiments. The results obtained from the experiments 

were compared to investigate the empirical significance of the performance of 

different classification methods. The work was published at the 5th International 

Conference on Information Technology: InCIT2020. (Sangkatip, W., & Phuboon-Ob, 

J. (2020). Non-Communicable Diseases Classification using Multi-Label Learning 

Techniques. International Conference on Information Technology (InCIT), 17–21). 
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 In Chapter 3, this thesis proposed a method to improve the MLC performance 

using the feature reconstruction method. The work applies an AutoEncoder network 

to capture the relationship between data features and their labels, called Target-label 

to the auto-ENcoder network (TEN). The work evaluates the performance of the 

technique used eight standard datasets in the experiments with new features. The 

proficiency of the generated features,  six MLC methods as BR, CC, LP, MLTSVM, 

ML-KNN, and RAkELd were applied. Ten evaluation metrics were utilized, i.e., 

Precision, Recall, F1, Hamming Loss, Micro Precision, Micro Recall, Micro F1, 

Macro Precision, Macro Recall, and Macro F1. The experimental results demonstrate 

that the proposed technique provided promising results. Thus, the work was published 

and presented in the Asia Joint Conference on Computing: AJCC2022, which was 

published in the journal Current Applied Science and Technology, entitled: 

“Improving Multi-label Classification using Feature Reconstruction Methods.”. 

 Chapter 4 presents a technique to perform MLC using ANN techniques. The 

proposed method aims at improving the classification performance by investing in an 

optimization constraint for better-generalized models. The work examines an 

alternative approach to the loss function used during training. In this work, the 

patterns of the multi-label class are explored. These patterns can essentially be used to 

construct a trained network that encourages the training to converge toward the 

existing patterns in the train data. The pattern information will be used to implement 

additional loss terms, so-called Soft-loss. It will be weighted and tuned toward the 

optimal solution. The Soft-loss anticipated the training to converge and direct the 

solution to the existing patterns in the data. The Soft-loss has been divided into two 

classification techniques, i.e., (i) patterns of the label (POL) and (ii) label similarity 

(LSIM). This method permits the MLC more accurately than other methods. 
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1.5 Framework of the Proposed Method 

 This thesis aims to propose methods to improve the efficiency of MLC by 

adapting methods to achieve better MLC. It is divided into three tasks corresponding 

to research questions, as demonstrated in Figure 1. 

 

Task 1. 

 

Task 2. 

 

Task 3. 

 

 

Figure 1 The overall framework presented to improve MLC in the thesis.  

 

 In task 1, this work investigates the traditional comparative methods of MLC. 

We used four MLC methods as BR, CC,  RAkEL, and ML-KNN. The work used an 

NCDs dataset to generate the classification models and construct the evaluation 

experiments. The results obtained from the experiments and compared to investigate 
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the empirical significance of the performance of different classification methods, as 

the work details in chapter 2. 

 In task 2, this work proposed a method to improve the MLC performance 

using the feature reconstruction method. The work applies an AutoEncoder network 

to capture the relationship between data features and their labels, called Target-label 

to the auto-ENcoder network (TEN). The work evaluates the performance of the 

technique used eight standard datasets in the experiments with new features. The 

proficiency of the generated features,  six MLC methods as BR, CC, LP, MLTSVM, 

ML-KNN, and RAkELd were applied. The experimental results demonstrate that the 

proposed technique provided promising results, as the work details in chapter 3. 

 In task 3, this work proposed a method to perform MLC using ANN 

techniques. The proposed method aims at improving the classification performance by 

investing in an optimization constraint for better-generalized models. The work 

examines an alternative approach to the loss function used during training. In this 

work, the patterns of the multi-label class are explored. These patterns can essentially 

be used to construct a trained network that encourages the training to converge toward 

the existing patterns in the train data. The pattern information will be used to 

implement additional Soft-loss. The Soft-loss has been divided into two classification 

techniques, i.e., (i) patterns of the label (POL) and (ii) label similarity (LSIM). This 

method permits the MLC more accurately than other methods, as the work details in 

chapter 4. 



 

 

 

Chapter 2 

 

Non-Communicable Diseases Classification using  

Multi-Label Learning Techniques 

 

2.1 Introduction 

 Non-communicable diseases (NCDs) are a type of illness that is not 

particularly caused by bacteria or viruses. NCDs are not transmissible directly from 

one person to another; however, they can potentially affect persons who undergo 

NCDs' habits or lifestyles. The World Health Organization (WHO) (WHO, 2021) 

reports that NCDs cause 41 million deaths each year, accounting for 71% of deaths in 

the world. The most cause of death is cardiovascular disease, cancer, respiratory 

disease, and diabetes consequently. In Thailand, NCDs cause several deaths for both 

males and females, especially for persons who are over 30 years old (International 

Health Policy Program, 2015). From the studies, NCDs are stimulated and result from 

various factors: drinking alcohol, smoking, not exercising, eating much sweet and 

salty food, and stress. 

 Data obtained from the empirical experiments from the laboratory and disease 

diagnosis shows that NCD patients always have multi-morbidities. For example, 

diabetic patients usually have hypertension symptoms. Several clinical processes are 

carried out in the diagnosis procedures, e.g., principal diagnosis, comorbidity 

diagnosis, complication diagnosis, and other illnesses. The collected data show that 

each patient has a history of being diagnosed more than one time. In addition, each 

time of remedy shows that each NCDs patient has more than one NCDs illness. 

 Contribution: This research aims to classify NCD disease in patients who are 

diagnosed with the multi-morbidity illness. This is one of the challenging issues in 

multi-label classification (MLC) research. Laboratory data obtained from patients’ 

screening tests of NCDs diabetes, hypertension, cardiovascular, and stroke were 

collected. This clinical information is an important factor that indicates the diagnostic 

results. After that, we used the multi-label learning process to learning and predict 
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multiple NCDs disease at the same time. Four methods are implemented. This 

includes Binary relevance (BR), Classifier Chains (CC), The random k-labelsets 

(RAkEL), and Multi-Label k-Nearest Neighbor (ML-KNN). Then, we compare the 

performance of the methods. 

 The results provided predictive algorithms with the highest level of Accuracy 

for the multiple NCD patients.  In addition, this can be used in the disease screening 

process, which is usually performed by doctors, for predicting NCD patients. As a 

result, it can improve the diagnosis process and lead to effective and comprehensive 

healthcare systems. 

 This chapter is organized as follows: Section 2.2 provides related works. 

Section 2.3 shows the research methodology. The Experimental results are shown in 

Section 2.4, and the conclusion is given in the last section. 

 

2.2 Related  work 

 Multi-label learning has been presented by Boutell et al. (2004). Then, 

Tsoumakas & Katakis. (2007a) compiled and summarized the solution of multi-label 

into two types, i.e., the first, adaptation method and second problem transformation 

methods. The researcher compared the efficiency of each sub-level method with three 

datasets in general to observe the effectiveness of each method. Madjarov et al. 

(2012a) presented an expanded experiment for the purpose of comparing multi-label 

methods.  Three sets of methods were divided into different algorithm types, which 

are adaptation methods, problem transformation methods, and ensemble methods.  In 

addition, the comparison experiments were conducted with twelve methods. The 

eleven datasets were tested, and each method has also been evaluated. 

 Runzhi Li et al. (2016) presented A Multi-Label Problem Transformation Joint 

Classification (MLPTJC) by solving the classification label problem on three disease 

data, including diabetes, hypertension, and fatty liver. This method worked in two 

steps. The first step was a combination of the data records. The multi multimorbidity 

patients were always found in multiple records in the data. The label of those patients’ 

records was combined and represented in a single record. The second step was to 

classify label disease into subordinate sets to solve the imbalance problem. That 

technique resulted in promising accuracy of classification. In addition, there is a 
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similar work that conducted MLC by using algorithms, including Support Vector 

Machine (SVM) and Random Forest (RF), then tested with 110,300 patients’ datasets. 

The results obtained from the experiment demonstrated that these techniques provided 

high accuracy. R. Li et al. (2017) a novel Ensemble Label Power-set Pruned datasets 

Joint Decomposition (ELPPJD) method, was presented. The advantages of this 

method were size balanced (SB) and label similarity (LS). The experiment was tested 

with three algorithms and then compared the efficiency of classification of ELPPJD 

with RAkEL and HOMER. The result showed that the ELPPJD method outperformed 

other methods. 

  

2.3 Methodology 

 We used NCD patients’ datasets. The four NCDs, including diabetes, 

hypertension, cardiovascular, and stroke, are processed in MLC by using four 

methods, i.e., Binary relevance (BR) (Tsoumakas & Katakis, 2007a), Classifier 

Chains (CC) (Read et al., 2011b), The random k-labelsets (RAkEL) (Tsoumakas & 

Vlahavas, 2007a) and Multi-Label K-Nearest Neighbor (ML-KNN) (M. L. Zhang & 

Zhou, 2007).  The BR, CC, and RAkEL are defined to use a basic classification 

algorithm, which is Random Forest (Breiman, 2001). The ML-KNN used k-Nearest 

neighbor (D. Cheng et al., 2014) algorithm in the classification process shown in 

Figure 2. The methodology is carried out as follows: First, datasets collecting process, 

Second, data preparation process, Third, performance measure process, and Finally, 

experimental development. Each process can be explained in the subsection below.  

 

 

Figure 2 The multi-label classification methods used in this research. 
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 2.3.1 Multi-label classification methods 

  BR (Tsoumakas & Katakis, 2007a) is a problem transformation 

method. Data in multi-label is made as a single label, and then it is classified by 

binary using the classification method in each pair. In this process, machine learning 

algorithms are used for classification, such as decision trees, SVM, and KNN. 

Classifications are processed with features (f1, f2, f3, f4, f5,..f13) and label (l1, l2, l3, ...l4) 

pair by pair. Then, the next process is a probability score value is arranged from 

classification in each pair. 

  CC (Read et al., 2011b) applied in this work is similar to BR in that the 

data is classified in pairs amidst f1 to l1, but the CC has some differences. In each 

classification step of f1l1, the f1l1 are connected with l2,..ln continuously. Then, the 

probability of the answer is ranked. 

  RAkEL (Madjarov et al., 2012a; Tsoumakas & Vlahavas, 2007a) is an 

ensemble method for multi-label classification. It draws m random subsets of labels 

with size k from all labels L and trains a label power-set classifier using each set of 

labels. 

  ML-KNN (Madjarov et al., 2012a; M. L. Zhang & Zhou, 2007) is an 

extension of the famous k-nearest neighbor (KNN) algorithm. First, for each test 

example, its KNN in the training set is identified. Then, according to statistical 

information gained from the label sets of these neighboring examples, i.e., the number 

of neighboring examples belonging to each possible label, the maximum a posteriori 

principle is used to determine the label set for the test example. 

 2.3.2 Dataset 

  We collected datasets from electronic health records at Suddhavej 

Hospital Faculty of Medicine, Mahasarakham University. It collected forty-three files 

belonging to the structure of medical and health data standards (Ministry of Public 

Health, 2017). Data for this experiment was 19,554 medical examinations collected 

from 2014 until 2019, a record representing each patient of a clinical examination.  

The Suddhavej Hospital has approved the collected data, and those data can not be 

identified back to any patients. 

  In this research, we are interested in the screening data for chronic 

disease. There are three related tables in the dataset, consisting of  (i) the SERVICE 
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collected from historical services of the patients, (ii) NCDSCREEN, a table that 

collects chronic disease screening, and (iii) Diagnosis_OPD collected from the 

diagnostic results of a patient. All the data tables are related and shown in Figure 3. 

 

Figure 3 Database relationship of medical and health data standards. 

 

  This work is only interested in the results of the data analysis 

diagnosed by the ICD-10 standard (WHO, 2016) with 4 NCDs, including diabetes, 

hypertension, cardiovascular and stroke. The collected data is prepared to process 

multi-label, as shown in Table 1. 

 

Table 1 Multi-Label Physical Examination Records Description. 

Records Diabetes Hypertension Cardiovascular Stroke 

R1 * *  * 

R2  * *  

R3 * *  * 

…     

Rn *  * * 
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 2.3.3 Data Preprocessing 

  In this work, the datasets are composed of two tables, according to 

NCDSCREEN and Diagnosis_OPD. The NCDSCREEN records the information from 

the patients, comprising twenty-two columns. In addition, we eliminate the data that is 

not related to our work in this process, only thirteen fields’ attributes are used. Those 

attributes indicate the diagnosis of NCDs. Diagnosis_OPD is a table collected from 

the diagnostic results of medical services patients. There are ten columns in the table. 

In this step, the data is prepared as follows. 

  Data Cleaning is firstly performed. A group of data columns is 

eliminated. This group of columns is considered not to be explicit factors for the 

classification, such as the hospital code, date of examination, type of service date, 

month, and year of data update. For the missing data, we use the correction to replace 

the missing value by inserting the median of all data in that attribute (Ezzine & 

Benhlima, 2018). 

  Next, data Integration is performed. This is to combine two table 

schemas. We select only the DIAGTYPE attributes as the diagnostic types and the 

DIAGCODE referencing the ICD-10-TM disease code. Then, we filter the data to 

select only four NCDs, i.e., diabetes, hypertension, cardiovascular, and stroke. An 

example of the selected data is shown in Table 2. The attributes are classified into 13 

groups, and data types are demonstrated in Table 3. The final summary of the dataset 

used in the experiment is shown in Table 4. 

  Finally, data Transformation is carried out by converting data to the 

specified data range. We apply the Min-Max Normalization method to normalize the 

data in the range of 0-1. 

 

Table 2 Equation 1 ICD-10 Code for the four NCDs. 

Disease Diagnosis code (ICD-10) 

Diabetes E10, E11, E12, E14 

Hypertension I10, I11, I12, I13, I14, I15 

Cardiovascular I20, I21, I22, I23, I24, I25 

Stroke I60, I61, I62, I63, I64 
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Table 3 The Detail Information of NCDs Dataset. 

Attributes Description Data Type 

SMOKE Smoking history Nominal 

ALCOHOL Alcoholic drinking history Nominal 

DMFAMILY Diabetes history in direct relatives Nominal 

HTFAMILY Hypertension history in direct relatives Nominal 

WEIGHT Weight Numeric 

HEIGHT Height Numeric 

WAIST_CM Waist circumference Numeric 

SBP_1 Systolic Blood Pressure: SBP 1st test Numeric 

DBP_1 Diastolic Blood Pressure: DBP 1st test Numeric 

SBP_2 Systolic Blood Pressure: SBP 2nd test Numeric 

DBP_2 Diastolic Blood Pressure: DBP 2nd test Numeric 

BSLEVEL Blood sugar levels Numeric 

BSTEST Methods of checking blood sugar Nominal 

Label_Diabetes Diabetes diagnosis (0=negative, 1=positive) Nominal 

Label_Hypertension Hypertension diagnosis  

(0= negative, 1= positive) 

Nominal 

Table 3. The Detail Information of NCDs Dataset (Cont.). 

Attributes Description Data Type 

Label_Cardiovascular Cardiovascular diagnosis 

(0= negative, 1= positive) 

Nominal 

Label_Stroke Stroke diagnosis  

(0= negative, 1= positive) 

Nominal 

 

Table 4 Summarize the  NCDs Dataset used in the Experiment. 

Instances Features Label Label set Card Dens 

19,554 13 4 15 0.151 0.038 



 

 

 

16 

 

  In general, the input to the multi-label algorithms is a dataset 𝑆, with 𝑁 

instances 𝑇𝑖 , 𝑖 =  1, . . . , 𝑁, chosen from a domain 𝑋 with fixed, arbitrary and 

unknown distribution 𝐷, of the form  (𝑥𝑖 , 𝑌𝑖), with 𝑖 =  1, . . . , 𝑁, for some unknown 

function 𝑓(𝑥)  =  𝑌. 𝐿 is the set of possible labels of the domain 𝐷, and 𝑌𝑖  ⊆

 𝐿, 𝑖. 𝑒. , 𝑌𝑖 is the set of labels of the 𝑖th instance (Bernardini et al., 2014).  

  The number of labels |𝐿| is frequently seen as a parameter that 

influences the performance of different multi-label methods. There are two measures 

for evaluating the characteristics of a dataset, objects of this study: cardinality (𝐶𝑎𝑟𝑑) 

and density (𝐷𝑒𝑛𝑠), defined as:  

𝐶𝑎𝑟𝑑 =
1

𝑁
∑𝑁

i=1 |𝑌𝑖|    (1) 

 

𝐷𝑒𝑛𝑠 =
1

𝑁
∑𝑁

i=1
|𝑌𝑖|

|𝐿|
     (2) 

 

 2.3.4 Evaluation Measures 

  Measuring the effectiveness of MLC methods can be determined by 

normal single-label classification. In the multilabel field, Accuracy is defined as 

Equation. 3. the proportion between the number of correctly predicted labels and the 

total number of active labels in both true and the predicted label sets.  The equation 

below applied to each instance and averaged (Herrera, Charte, Rivera, del Jesus, et al., 

2016).  

Accuracy =  
1

𝑛
∑

|𝑌𝑖 ∩ 𝑍𝑖|

|𝑌𝑖 ∪ 𝑍𝑖|
𝑛
𝑖=1      (3) 

  The Hamming loss as Equation. 4. measures the average error for all 

predicted labels, the symmetric difference between sets Y and Z, and is equivalent to 

the Exclusive OR (XOR) logic operation. Hamming loss values indicate a better 

classification performance (Tanaka et al., 2015) 

Hamming loss = 
1

𝑛

1

𝑘
∑ |𝑌𝑖  ∆ 𝑍𝑖|𝑛

𝑖=1      (4) 
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  n denotes the number of data instances, k represents the total number 

of elements, Yi is a subset of predicted labels for each instance, and Zi is the actual 

subset of labels (Herrera, Charte, Rivera, del Jesus, et al., 2016). 

 

2.4 Experimental 

 2.4.1 Experimental Setup 

  We used datasets in these experiments to compose thirteen features and 

four labels using four methods of multi-label classification, including BR, CC, 

RAkEL and ML-KNN. The BR, CC, and RAkEL were defined to use a basic 

classification algorithm, which is Random Forest. ML-KNN used the k-Nearest 

neighbor algorithm in the classification process. The MLC tool is Meka software 

(Read et al., 2016), which is an extension of the Weka program used in BR, CC, 

RAkEL methods. In addition, the ML-KNN method used the MULAN framework 

(Tsoumakas, Spyromitros-Xioufis, et al., 2011) for the implementation of 

experimental results. This work used an evaluation model with 10-fold cross- 

validation.  

  The following algorithm determines the parameters: BR and CC do not 

provide the parameter values. RAkEL algorithm, the number of labels in each subset 

(k) is 3, the number of subsets (m) is 10, and the number of frequent label sets to 

subsample from infrequent label sets (n) is 0. ML-KNN algorithm, the number of 

neighbors (k) is 3. 

  The parameters in a Random Forest classification algorithm are 

initialized as follows: the number of trees (numTrees) is  1000, of bag score is set as 

false, the maximum depth of the trees (maxDepth) is  0 for unlimited depth, the 

number of attributes used in random selection (numFeatures) is 0. 

 

 2.4.2 Experimental Result 

  The experiments were set up using the four MLC methods to learn the 

given datasets. The efficiency of each method was measured by accuracy and 

hamming loss, which is shown in Table 5. The explanations are as follows. First, the 

BR method results in an 84.37% accuracy rate, and the hamming loss value is 0.0504. 
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Second, the CC method provides an 89.96% accuracy rate; hamming loss value is 

0.0377. Third, the RAkEL method outputs 91.07%, and of accuracy rate, hamming 

loss value is 0.0377. Fourth, the ML-KNN method has an accuracy rate of 72.10%; 

hamming loss is 0.0874. 

 

Table 5 Performance evaluation for different multi-label methods. 

Methods Accuracy (%) ± S.D. Hamming Loss ± S.D. 

BR 84.37 ± 0.0065 0.0504  ± 0.0024 

CC 89.96  ± 0.0061 0.0377  ± 0.0022 

RAkEL 91.07  ± 0.0074 0.0377  ± 0.0025 

ML-KNN 72.11  ± 0.0084 0.0874  ± 0.0030 

 

  We compared each MLC method, as can demonstrate in Figure 4. The 

result shows that the RAkEL method gives the highest efficiency, considered by 

accuracy value, 91.07% of accuracy. For the hamming loss method, as shown in 

Figure 5, both RAkEL and CC obtained the result of marginal loss closing to 0, which 

is 0.0377. Both methods show the lowest prediction errors than other methods. 

 

Figure 4 Performance accuracy comparison with multi-label classification methods. 
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Figure 5 Performance hamming loss comparison with multi-label classification 

methods. 

 

2.5 Conclusion 

 This chapter investigates the traditional comparative methods of multi-label 

classification. We used four MLC methods BR, CC, RAkEL, and ML-KNN. Used the 

NCDs dataset from Suthavej Hospital to generate the classification models and 

construct the evaluation experiments. The results obtained from the experiments were 

compared to investigate the empirical significance of the performance of different 

classification methods. The result demonstrates the efficiency of each method. The 

RAkEL method is the most effective method, with an accuracy rate of 9 1 .0 7% , the 

highest rate compared with the other three methods. 

 The next chapter proposed a method to improve the MLC performance using 

the feature reconstruction method. The work applies an AutoEncoder network to 

capture the relationship between data features and their labels. The experimental 

results demonstrate that the proposed technique provided better performance for the 

classification algorithm.



 

 

 

Chapter 3  

 

Improving Multi-label Classification using Feature 

Reconstruction Methods 

 

3.1 Introduction 

 Multi-label classification (MLC) is a supervised classification method that 

essentially takes input instances and classifies them to a set of target values (labels) 

simultaneously (Chandran & Panicker, 2017; Prajapati & Thakkar, 2021). In general, 

the search space of the MLC problem is large compared with that of multi-class 

classification (MCC) and exponentially when the number of possible labels increases 

(Bogatinovski et al., 2021). In addition, MLC is a non-mutual exclusive classifier. 

Therefore, MLC can produce complex decision boundaries. In addition, the number of 

data instances used in training processes can affect the performance of the 

classification. Inadequate data instances, compared to the number of class labels, can 

produce poor classification results (Alazaidah & Ahmad, 2016). MLC problems can 

be solved by transforming the problems into a set of single multi-class classifications. 

This transformation approach has been applied and applicable to various MLC 

problems, which is known as the Problem Transformation Method (PTM) (Alluwaici 

et al., 2020; Pushpa & Karpagavalli, 2017). MLC is converted to the n-class problem, 

where n is the number of the class label extracted from the set of the multi-class label. 

In addition to PTM, the Adaptive Method (AM) applying the available classification 

technique (for multi-class problems) has also been implemented to solve various 

MLC problems. 

 In the past decades, multi-label learning has gained more attention in the 

research into solving MLC problems (Boutell et al., 2004). Initially, Tsoumakas & 

Katakis. (2007b) compiled and summarized the solutions of MLC into two categories, 

i.e., (i) adaptation method and (ii) problem transformation methods. Madjarov et al. 

(2012b) presented an expanded experiment to compare the performance of different 

types of classification algorithms for MLC (Sangkatip & Phuboon-Ob, 2020). The 
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study derived and experimented with the three classification-based algorithm groups: 

PTM, EM, and Ensemble Methods (EM). In the PTM, Binary Relevance (BR) method 

and Label Powerset (LP) method were implemented, which transforms the MLC 

problem into basis problem subsets of binary-classification problems. Then, the 

aggregation strategy was applied to obtain the final label set. In the AM, Decision 

Tree algorithms, for example, have been applied to carry out the classification of 

multi-label data (Sousa & Gama, 2016). The C4.5 algorithm was one of the most 

commonly used algorithms deployed and is known as ML-C4.5 (Moral García et al., 

2019). The K-Nearest Neighbors algorithm was also applied to MLC problems. The 

technique considers a set of neighbor data instances to derive the actual label set of a 

given data instance. This technique is known as ML-KNN (M. L. Zhang & Zhou, 

2007). Apart from that, Neural Network-based methods are also reported in the 

literature that has been used effectively to compile the MLC problem (M. L. Zhang & 

Zhou, 2006). In the EM, MLC was decomposed into smaller problems. Then, each 

sub-problem was handled separately before they were ensembled to gain the final 

classification results using, for instance, voting schemes (Jin et al., 2017; Read et al., 

2008; Tsoumakas & Vlahavas, 2007a). 

 Several past studies have attempted to improve the efficiency of MLC by 

reducing the size of the data instances. Zhang. (2011) proposed that LIFT used k-

means clustering algorithm to group the positive and negative instances of each label 

in the data. Then, the characteristics of the data were extracted through the distance 

measurement between the data instances and the cluster centers of each label. 

Subsequently, the relationship between the labels was established by creating 

additional attributes of the data (Gao et al., 2020). Huang et al. (2018) proposed a 

technique to learn the dispersion of label attributes, including common attributes. 

They applied double-label correlation to differentiate labels for each category. Multi-

label classifiers are built on low-dimensional visualizations with these learned 

attributes. From that perspective, recent research into MLC has gained more attention 

in developing a future engineering method to improve the data features, assisting in 

the classification processes (Guozhu & Huan, 2018; Hafeez et al., 2021). Feature 

engineering can be divided into several categories, for example, feature 

transformation, feature generation, feature selection, and feature reconstruction 
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(Guozhu & Huan, 2018). Deep learning approaches are also active in recent years. 

Feature extraction and generation are usually some of the applicable techniques that 

have been implemented to improve the quality of data features. Using Convolutional 

Neural Networks (CNNs) for feature extraction and generation, CNNs map the input 

data space to another data representation based-on training data instances (Emmert-

Streib et al., 2020). Dimensional reduction is one of the techniques used to transform 

data features. There are two categories of dimensionality reduction methods. One is 

Feature Selection (FS) and feature transformation (FT). Feature selection keeps only 

useful features and dismisses others, while feature transformation constructs a new 

but smaller number of features out of the original ones (Deng et al., 2013b). The 

current FT method can be applied by implementing, for example, deep learning 

algorithms (Patterson & Gibson, 2017), and unsupervised network algorithms, which 

learn to encode data to extract the relationships of the data. Y. Cheng et al. (2019) 

used a deep learning technique to build and extract relationships between attributes 

and labels in a multi-label classification. Feature reconstruction, a transformation 

process, can be considered a tool to generate a set of new feature sets (based on the 

original data features). The reconstructed features are anticipated to be compact and 

descriptive, which can be used in the classification process. This work applies the 

AutoEncoder approach to learn insight into the data features and construct more 

meaningful active features. 

 The work is organized as follows: Section 3.2 explains MLC and the generally 

applicable techniques for solving MLC. In Section 3.3, the proposed approach is 

described. The datasets used in this work are also delineated and explored. The 

feature reconstruction method is subsequently explained. Section 3.4 demonstrates 

that experiments were conducted to evaluate the performance of the proposed feature 

reconstruction method. Section 3.5 describes the result and discussion before the 

conclusion of this work given in Section 3.6. 
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3.2 Multi-label Classification 

 The task of MLC can be viewed as an instantiation of the structure output 

prediction paradigm. The goal is to define a set of labels for each data instance. Let 𝑋 

be a space of data instances comprising 𝑛 data instances 𝒙, i.e. ∀𝒙 ∈ 𝑋, 𝒙 = 𝑥1, … 𝑥𝑑 

(where 𝑑 is the number of instance features) a set of 𝑑-dimensional features divided 

from 𝑥 , and a set 𝑝 a possible label space 𝑌 = 𝒚𝟏, … 𝒚𝒑, i.e. 𝒚 = 𝑦1, . . 𝑦𝑚 where 𝑦 =

0,1 and 𝑚 denotes the dimension of the labels 𝒚 associated with x, as demonstrated in 

Table 6. 

 

Table 6 Representation of data instance. 

𝑿 𝒀 

𝒙1 𝑥11 𝑥12 ⋯ 𝑥1𝑑 𝒚1 = 𝑦11, … , 𝑦1𝑚 

𝒙2 𝑥21 𝑥22 ⋯ 𝑥2𝑑 𝒚2 = 𝑦21, … , 𝑦2𝑚 

⋮ ⋮ ⋮ ⋱ ⋯ ⋮ 

𝒙𝑛 𝑥𝑛1 𝑥𝑛2 ⋮ 𝑥𝑛𝑑 𝒚𝑛 = 𝑦𝑛1, … , 𝑦𝑛𝑚 

 

 We denote the quantity L as a loss value for learning models. Therefore, MLC 

is objected to finding h such that: 

 min 
𝐿

ℎ: 𝑋 → 2𝑌 (5) 

 The MLC methods are separated into two categories: problem transformation 

and algorithm adaptation. The group of problem transformation methods approaches 

the problem of MLC by transforming the multi-label dataset into one or multiple 

datasets. These datasets are then approached with simpler, single-target machine 

learning methods and built into one or multiple single target models. At prediction 

time, it is required that all built models are invoked to generate the prediction for the 

test example. Algorithm adaptation methods include some adaptation of the training 

and prediction phases of the single target methods toward handling multiple labels 

simultaneously. For example, trees change the heuristic used when creating the splits, 

Support Vector Machines (SVMs) employ additional threshold techniques, etc. The 

adaptations provide a mechanism to handle the dependency between the labels 

directly. Their grouping is based on the underlying paradigm being adapted. The 
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literature recognizes five defined groups of algorithm adaptation methods according 

to the performed adaptation: trees, neural networks, support vector machines, 

instance-based and probabilistic. There are additional methods that utilize various 

approaches from other domains, e.g., genetic programming, but they lack a common 

ground to unite them and are characterized as an unspecified group of methods. 

 3.2.1 Transformation-Based Classifiers 

  A Transformation-Based Classifier (TBC) transforms an MLC into a 

simpler classification problem, which can be potentially solved by single-label multi-

class classification. The classification essentially provides possible values for the 

transformed class label, the set of distinct unique subsets of the label in the original 

data instance (Read et al., 2014). A number of techniques have been proposed. Label 

Powerset generally generates a new set of single class labels. Given a data instance 𝑥 

with a corresponding label 𝒚 = 1,0,0,1,1 in the original MLC problem shown in 

Table 7, the Label Powerset will generally transform the data instance into a new 

label 𝑦1,4,5 which can deliberately be used with available multi-class classifier 

techniques. An example of the problem transformation results is shown in Table 8. 

 

Table 7 Example of label powerset multi-label transformation. 

X Y 

𝒙1  𝒚1= {1,0,0,1,1}  

𝒙2  𝒚2 = {1,0,0,1,1}  

𝒙3  𝒚3 = {1,0,0,0,0}  

𝒙4  𝒚4 = {1,1,0,0,0}  

𝒙5  𝒚5 = {1,0,0,0,0}  
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Table 8 The transformed problem becomes a 3-class problem. 

X Y 

𝒙1  𝒚1 = {𝑦1,4,5}  

𝒙2  𝒚2 = {𝑦1,4,5} 

𝒙3  𝒚3 = {𝑦1} 

𝒙4  𝒚4 = {𝑦1,2} 

𝒙5  𝒚5 = {𝑦1} 

 

 In addition to Label Powerset, Binary Relevance (BR) method is one of the 

TBC methods that are commonly used to solve problems. BR decomposes an MLC 

problem into distinct single-label binary classification problems, one for each of the 

𝑚 labels in the set 𝒚 = 𝑦1, … , 𝑦𝑚 (Cherman et al., 2011). In the learning process, the 

original multi-label training dataset is transformed to 𝑚 datasets, and each of them is 

associated with a binary class-label obtained from the original 𝑦. After the multi-label 

data has been transformed, a set of q binary classifiers 𝐻𝑗(𝑥), 𝑗 = 1. . 𝑚 is constructed 

using the new 𝑚 training dataset. The BR generates a set of 𝑚 classifiers as follows:  

𝐻 = 𝑀𝑦𝑗
(𝒙, 𝒚𝑗) → 𝑦′ ∈ 0,1|𝑦𝑗 ∈ 𝑦, 𝑗 = 1, … , 𝑚   (6) 

 

 3.2.2 Adaptation-Based Classifiers 

  A lazy classification is one of the available techniques that has been 

applied to solve MLC. Multi-Label K-Nearest Neighbor (ML-KNN) is introduced for 

the purpose (M. L. Zhang & Zhou, 2007). The ML-KNN determines a label set of an 

instance (𝑥) of the unknown label (𝑦(𝑥) ⊆ 𝑦) by utilizing the Maximum A Posteriori 

(MAP) method to predict the label set of 𝑥. Given an unknown label set 𝑥, ML-KNN 

examines 𝑘 neighbors of 𝑥 (based-on a distance metric) and count a number of 

neighbor (𝑠) belonging to each class 𝑦𝑖. 

 

𝑃(𝑦𝑖|𝑠) =
𝑃(𝑠|𝑦𝑖)𝑃(𝑦𝑖)

𝑃(𝑠)
.     (7) 
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  For each label 𝑦𝑖, KL-KNN generates a ℎ𝑖 classifier to predict the final 

label set: 

ℎ𝑖 = {
1 𝑃(𝑦𝑖 = 1|𝑠) > 𝑃(𝑦𝑖 = 0|𝑠)

0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.
   (8) 

 

  Support Vector Machine (SVM) has also been applied in Adaptation-

Based Classifiers (ABC) to solve MLC (Cortes & Vapnik, 1995). Conventionally, 

SVM is introduced to cope with binary classification problems. However, in multi-

label classification, a ranking SVM was proposed RANK-SVM method (Elisseeff & 

Weston, 2001). 
 3.2.3 Ensemble-Based Classifiers 

  Ensemble-based Classifier (EBC) transforms an MLC problem into a 

set of smaller problems 𝑝 (ensemble on a subset of the problems (Gibaja et al., 2016; 

Rokach et al., 2013; Tsoumakas & Katakis, 2007b). Each of the problems is solved 

separately as a subset classifier. The results of the subset classifiers are aggregated 

(assembled) to produce a final decision on the classification. Random 𝑘-Labelsets 

(RAkEL) is one of EBCs (Kimura et al., 2016; Tsoumakas & Katakis, 2007b). The 

technique builds a random subset of the original labels to learn a single-label classifier 

(binary) for the prediction of each element in the powerset of the subset. To illustrate 

the basis of the basic idea of the RAkEL, consider Table 9, which shows four random 

subsets (𝑀𝑗 , 𝑗 = 1, … , 2𝑘 and 𝑘 is a size of feature subset obtained from 𝑦) of the 

MLC problems for 𝑘 = 2. For each subset problem, 𝑘 binary classification is 

performed. Then, the final decision is aggregated by a voting mechanism. 
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Table 9 Example of problems subsets in RAkEL technique. 

Model 𝒚𝟏 𝒚𝟐 𝒚𝟑 𝒚𝟒 𝒚𝟓 

𝑀1 (1,5) 1 - - - 1 

𝑀2 (2,4) - 0 - 1 - 

𝑀3 (2,3) - 1 1 - - 

𝑀4 (4,5) - - - 1 0 

avg-votes 1/1 1/2 1/1 2/2 1/2 

prediction 1 0 1 1 0 

 

 Table. 9 Example of problems subsets in RAkEL technique (𝑘=2) applying on 

data presented in Table.7 The final decision is made by thresholding (using a 

predetermined, e.g., 𝜏 = 0.5) the average of votes (𝐴𝑉𝑖) of each label dimension (𝑦𝑖). 

The prediction for 𝑦𝑖is 1 when 𝐴𝑉𝑖 > 𝜏 and 0 otherwise. 

 

3.3 Methodology  

 Solving MLC is essentially a challenging task. Many methods usually undergo 

a design of the algorithms that cope with the problem and yet produce promising 

classification results (Gao et al., 2020; Huang et al., 2018; M.-L. Zhang, 2011). This 

work focuses on the feature engineer-based method, where the features of data 

instances are explored and transformed to a compact form used in a subsequent 

classification process. Therefore, in this section, we provide enough details of the 

datasets used in this study and the proposed method. 

 3.3.1 Dataset 

  The data used in this work was collected from the Mulan datasets 

website (Tsoumakas, Spyromitros-Xioufis, et al., 2011). There are eight standard 

datasets comprising different data domains, as demonstrated in Table 10. 

  The number of feature dimensions (𝑑) in the dataset is varied. In 

addition, each dataset is associated with a different number of class labels. For 

example, the yeast dataset has 2417 data instances (the biggest dataset) with 103 

feature dimensions and 14 subset features. The cardinality of the dataset denotes 
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variation of each class-labels in the dataset. The density of the dataset explains the 

variation of the class labels with respect to the number of labels in the dataset. 

 

Table 10 Multi-label Datasets. 

Datasets Domain Instances Features Labels Cardinality Density 

birds  audio 645 260 19 1.014 0.053 

enron  text 1702 1001 53 3.378 0.064 

emotions  music 593 72 6 1.869 0.311 

medical  text 978 1449 45 1.245 0.028 

yeast  biology 2417 103 14 4.237 0.303 

scene  image 2407 294 6 1.074 0.179 

cal500  music 502 68 174 26.044 0.15 

foodtruck  recommend 407 21 12 2.29 0.191 

 

  In general, the Cardinality is the average number of labels per 

example, defined in Equation 1. 

  The Density is the number of labels per sample divided by the total 

number of labels, defined in Equation 2. 

 

 3.3.2 Feature Reconstruction using AutoEncoder 

  The work proposes a technique that transforms a set of Feature 

Transform (FT) of given data instances into a compacted feature space (𝑋′). To 

achieve this task, we introduce a transformation function 𝑡: 𝒙 → 𝒙′, 𝒙′ = 𝑥′
1, … , 𝑥′

𝑘 

where 𝑘 is a dimension of the transformed features and 𝑘 ≪ 𝑑. We adopt auto-

encoder techniques as the transformation function (𝑡) that encodes the input data 

features. The proposed technique compresses the input data instances with an encoder 

module using an Auto-Encoder technique (EN) (Liou et al., 2014). In addition, we 

introduce an extension mechanism that in-cooperates the Target-label to the auto-

ENcoder network (TEN) during the network training process. The extension process 

can potentially compact the original features and maintain the context of the 

transformed features with respect to the original data labels. There are two processes 

that are carried out to classify the data instances using the proposed feature 
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reconstruction method, i.e., feature reconstruction and classification, illustrated in 

Figure 6. 

 

 

Figure 6 The overall process of the feature reconstructing for solving MLC. 

 

  3.3.2.1 Feature Reconstruction 

   AutoEncoder technique is applied in this work to encode the 

input data instances as the main procedure for compacting the original features of the 

data (𝒙). The AutoEncoder is a Neural Network (NN) that can be used to learn and 

derive the representation of data. The network is decomposed by two main modules, 

i.e., the encoder and decoder module, as depicted in Figure 7. 

 

 

Figure 7 AutoEncoder architecture EN. 
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Figure 8 AutoEncoder architecture TEN. 

 

   The encoder module encodes the input data instance while the 

decoder attempts to decode the encoded data. The decoder actively tries to decode the 

encoded data to be identical to the original data representation during the training 

process. This process can be performed through an optimization approach, aiming to 

minimize a certain criterion. In this work, we denote 𝐿 as a loss that measures the 

difference between the input instance (𝑥) and the decoded data (𝑥′). To obtain both 

solid encoder and decoder module, we define a loss function as follows: 

 

min
𝑊,𝑊′,𝑏,𝑏′

𝐿(𝒙, 𝒙′) = ||𝑥 − 𝜎′(𝑊′(𝜎(𝑊𝒙 + 𝑏)) + 𝑏′)||2  (9) 

 

   This loss function is minimized with respect the network 

parameters (𝑊, 𝑊′, 𝑏, 𝑏′)  and 𝜎 denotes activation functions (Kimura et al., 2016).  

After the training process, the encoder module will be used to reconstruct compact 

features for the subsequent classification procedure. 

   The constructed features using the encoder module from the 

trained decoder cannot potentially be applicable to represent the data features. 

Therefore, in this work, we integrate the class labels (y) as a set of the augmented 

node to the input data instances, and we define it as the TEN methods. Then, the 

output layer (associated with the decoder module) is compiled to generate |𝑥| + |𝑦| 
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output nodes, as illustrated in Figure 8. The optimization can subsequently be 

performed using the loss function below: 

    

min
𝑊,𝑊′,𝑏,𝑏′

𝐿(𝒙, 𝒙′) = ||𝒙⌢𝒚 − 𝜎′(𝑊′(𝜎(𝑊𝒙 + 𝑏)) + 𝑏′)||2  (10) 

   𝒙⌢𝒚 denotes the concatenated vectors between an instance 

𝒙 and its associated label 𝒚. To generate a discriminative feature from the network 

(𝑊, 𝑏) , we reconstruct the features using a reconstruction, 𝜏(. ), from the input 

original feature (𝑥) as follow: 

𝜏(𝒙) = 𝜎(𝑊𝒙 + 𝑏).    (11) 

 

  3.3.2.1 Multi-label Classification 

   The previous section provides the details of the feature 

reconstruction used in this research work. The reconstructed features (𝜏(𝒙)) is then 

fed to the classification process 𝑓: 𝜏(𝒙) → 𝒚′, where 𝑓(. ) is a mapping function or a 

classifier. This work uses various classification techniques to classify the original data 

𝒙 and the reconstated 𝜏(𝒙). The details of the classification settings and experiments 

will be explained in the next section.    
 

3.4 Experiment Setup and Evaluation Metrics 

 The previous section explained the proposed method for constructing a new 

feature subset. The input data instances are fed to the encoder module (EN and TEN) 

to generate compact features. Then, the classification is carried out. This section 

provides the details of the experiment conducted to evaluate the performance of the 

proposed method. 

 To evaluate the performance of the proposed feature construct method, we 

used six MLC methods to classify datasets through instance transformations. These 

classification techniques were used to examine the effectiveness of the proposed 

method when experimenting with various common MLC classification techniques, 

i.e., PTM, Adaptation method, and Ensemble technique. Binary relevance (BR) and 

classifier Chains (CC) (Read et al., 2011a) were used in the experiments. These two 

classification techniques are based on the problem transformation method). In 
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addition to the PTM, the Label Powerset (LP) was also implemented in this work as 

the technique is the fundamental method used for MLC problems. The Adaptation 

method, i.e., MLTSVM (W.-J. Chen et al., 2016) and ML-KNN, were also utilized. 

Finally, The RakELd (Tsoumakas, Katakis, et al., 2011), an Ensemble-based 

technique for MLC, was used in the experiments. 

 For each dataset, the dataset was divided into train and test sets. The train data 

was used to train the AutoEncoder. We separated 60% of the data instance from the 

dataset to construct the training process. The remaining 40% of the data instances 

were used to test the performance of classification performance (by all six classifiers.) 

 In the experiment, we utilized Scikit-multilearn as a primary tool to conduct 

various experiments (Szymański & Kajdanowicz, 2017). We choose ten common 

evaluation metrics for MLC (Wu & Zhou, 2017). These evaluation metrics cover both 

example-based metrics and label-based metrics, namely, Precision, Recall, F1, Macro 

Precision (Macro P), Macro Recall (Macro R), Macro F1, Micro Precision (Micro P), 

Micro Recall (Micro R), Micro F1, and Hamming Loss (H Loss). To the shake of the 

representation simplicity, these evaluation metrics are denoted as Precision, Recall, 

F1, Macro P, Macro R, Macro F1, Micro P, Micro R, Micro F1, and H Loss for 

convenience. Precision and Recall are defined as the average proportion between the 

number of correctly predicted labels. The measurement metrics are defined as follows 

equation 12-21. 

 For each classifier, true positives (𝑡𝑝𝑗), true negatives (𝑡𝑛𝑗), false positives 

(𝑓𝑝𝑗), and false negatives (𝑓𝑛𝑗) obtained (based on the metrics) are calculated for 

each label 𝑦: 𝑗 = 1 … 𝑚,. Macro 𝐹1 is essentially the harmonic mean obtained from 

Precision and Recall based on an average of each label 𝑦𝑗 and an average of over all 

labels. In addition, Micro 𝐹1 is the harmonic mean of Micro derived from Precision 

and Micro Recall in the above definition. 
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Precision =
1

𝑛
∑

𝑛

𝑖=1

|𝑌𝑖 ∩ 𝑍𝑖|

|𝑍𝑖|
 (12) 

 

Recall =
1

𝑛
∑

𝑛

𝑖=1

|𝑌𝑖 ∩ 𝑍𝑖|

|𝑌𝑖|
 (13) 

 

F1 =
1

𝑛
∑

𝑛

𝑖=1

|𝑌𝑖 ∩ 𝑍𝑖|

|𝑌𝑖| + |𝑍𝑖|
 (14) 

 

Hamming Loss =
1

|𝑁| ⋅ |𝐿|
∑

|𝑁|

𝑖=1

∑

|𝐿|

𝑗=1

𝑥𝑜𝑟(𝑦𝑖𝑗 , �̂�𝑖𝑗) (15) 

Micro Precision (𝑀𝑖𝑃) =
∑𝑚

𝑗=1 𝑡𝑝𝑗

∑𝑚
𝑗=1 𝑡𝑝𝑗 + ∑𝑚

𝑗=1 𝑓𝑝𝑗
 (16) 

 

Micro Recall (MiR) =
∑𝑚

𝑗=1 𝑡𝑝𝑗

∑𝑚
𝑗=1 𝑡𝑝𝑗 + ∑𝑚

𝑗=1 𝑓𝑛𝑗
 (17) 

 

Micro F1 =
2 × 𝑀𝑖𝑅 × 𝑀𝑖𝑃

𝑀𝑖𝑅 + 𝑀𝑖𝑝
 (18) 

 

Macro Precision =
1

𝑚
∑

𝑚

𝑗=1

𝑡𝑝𝑗

𝑡𝑝𝑗 + 𝑓𝑝𝑗
 (19) 

 

Macro Recall =
1

𝑚
∑

𝑚

𝑗=1

𝑡𝑝𝑗

𝑡𝑝𝑗 + 𝑓𝑛𝑗
 (20) 

Macro F1 =
1

𝑚
∑

𝑚

𝑗=1

2 × 𝑅𝑗 × 𝑃𝑗

𝑅𝑗 + 𝑃𝑗
 (21) 
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3.5 Results and Discussion 

 After training the AutoEncoder, we conducted two separate experiments. The 

first experiment aimed to examine the efficiency of the feature construction of the two 

techniques, i.e., EN and TEN. In addition, we experimented on each dataset 

separately. The experimental results are listed in the following tables (↑ indicates the 

higher value, the better, and ↓ the lower, the better). 

 Table. 11-18 demonstrate the results from the experiments carried out on the 

eight different datasets using EN and TEN for the feature reconstruction. From the 

experimental results, we can observe that the construction method TEN outperforms 

EN for almost all of the datasets for all measurement metrics. TEN results better or 

the same outcomes for all datasets and classifiers. Consider Yeast and Emotion 

datasets (Table. 11 and Table. 12); TEN tends to produce better results than EN for all 

different classifiers and evaluation matrices. Based on the data description (shown in 

Table. 10), Yeast and Emotions datasets are the only two datasets with a high-density 

value (>0.3). The density practically measures the dispersion of the data. With the 

MLC dataset, the density signifies the distribution of the data labels. 

  High density accounts for low label dispersion, well presented. Compared to 

other datasets, e.g., the Birds and Medical datasets, The EN and TEN provide 

marginally the same results for some classifiers. Using TEN for the Yeast dataset, the 

best performance (measured by F1) is 78.0% obtained from the BR technique. 

Moreover, the best performance resulting from the Emotions dataset using TEN is at  

60.0%, respectively.
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Table 11 Comparative results for Yeast dataset. 

Metric BR CC LP MLTSVM ML-KNN RAkELd 

EN TEN EN TEN EN TEN EN TEN EN TEN EN TEN 

Precision↑  0.69±0.03   0.85±0.03   0.66±0.02   0.83±0.02   0.61±0.02   0.79±0.03   0.63±0.02   0.83±0.03   0.59±0.02   0.78±0.03   0.66±0.02   0.82±0.02  

Recall↑  0.52±0.01   0.76±0.00   0.52±0.01   0.76±0.02   0.56±0.02   0.74±0.01   0.59±0.02   0.77±0.01   0.51±0.01   0.75±0.01   0.56±0.02   0.76±0.00  

F1↑  0.56±0.02   0.78±0.01   0.55±0.01   0.77±0.02   0.56±0.02   0.74±0.02   0.59±0.02   0.78±0.02   0.52±0.01   0.74±0.01   0.58±0.02   0.77±0.01  

Macro P↑  0.42±0.03   0.75±0.04   0.39±0.01   0.73±0.04   0.40±0.02   0.66±0.03   0.34±0.02   0.71±0.02   0.37±0.01   0.65±0.04   0.42±0.06   0.72±0.04  

Macro R↑  0.29±0.00   0.54±0.01   0.30±0.01   0.53±0.02   0.35±0.01   0.54±0.01   0.34±0.01   0.54±0.01   0.32±0.00   0.59±0.02   0.33±0.01   0.54±0.01  

Macro F1↑  0.31±0.01   0.59±0.01   0.31±0.00   0.58±0.02   0.35±0.01   0.57±0.01   0.32±0.01   0.58±0.01   0.34±0.01   0.61±0.02   0.33±0.02   0.58±0.01  

Micro P↑  0.70±0.03   0.87±0.03   0.67±0.03   0.85±0.02   0.62±0.02   0.79±0.02   0.63±0.03   0.84±0.03   0.59±0.02   0.78±0.03   0.66±0.02   0.83±0.02  

Micro R↑  0.52±0.01   0.75±0.01   0.52±0.01   0.74±0.02   0.56±0.02   0.73±0.01   0.58±0.02   0.75±0.01   0.51±0.01   0.74±0.01   0.56±0.01   0.75±0.01  

Micro F1↑  0.59±0.02   0.80±0.01   0.58±0.01   0.79±0.01   0.58±0.02   0.76±0.01   0.61±0.02   0.79±0.01   0.55±0.01   0.76±0.01   0.60±0.02   0.79±0.01  

H Loss↓  0.21±0.01   0.11±0.00   0.22±0.00   0.12±0.01   0.24±0.01   0.14±0.00   0.23±0.01   0.12±0.01   0.25±0.01   0.14±0.01   0.22±0.01   0.12±0.00  
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Table 12 Comparative results for Emotions dataset. 

Metric BR CC LP MLTSVM ML-KNN RAkELd 

EN TEN EN TEN EN TEN EN TEN EN TEN EN TEN 

Precision↑  0.36±0.07   0.56±0.01   0.38±0.05   0.60±0.05   0.40±0.05   0.57±0.03   0.36±0.06   0.60±0.04   0.32±0.05   0.63±0.03   0.39±0.03   0.55±0.04  

Recall↑  0.31±0.04   0.52±0.05   0.35±0.06   0.57±0.05   0.42±0.04   0.56±0.06   0.47±0.08   0.68±0.08   0.27±0.08   0.63±0.07   0.38±0.08   0.56±0.04  

F1↑  0.31±0.04   0.51±0.02   0.34±0.04   0.55±0.01   0.39±0.03   0.54±0.03   0.39±0.05   0.62±0.04   0.27±0.06   0.60±0.04   0.36±0.05   0.53±0.03  

Macro P↑  0.40±0.09   0.62±0.02   0.36±0.08   0.62±0.04   0.40±0.04   0.57±0.05   0.15±0.03   0.59±0.04   0.32±0.07   0.63±0.03   0.39±0.06   0.60±0.04  

Macro R↑  0.29±0.04   0.51±0.06   0.33±0.07   0.58±0.07   0.39±0.04   0.58±0.08   0.43±0.08   0.70±0.07   0.25±0.08   0.62±0.08   0.36±0.07   0.57±0.05  

Macro F1↑  0.32±0.05   0.54±0.03   0.33±0.07   0.57±0.03   0.39±0.04   0.55±0.03   0.22±0.04   0.63±0.03   0.27±0.07   0.62±0.05   0.35±0.06   0.57±0.01  

Micro P↑  0.42±0.07   0.64±0.03   0.38±0.05   0.65±0.04   0.40±0.05   0.57±0.03   0.36±0.06   0.60±0.04   0.35±0.05   0.65±0.02   0.39±0.04   0.60±0.03  

Micro R↑  0.31±0.04   0.53±0.05   0.36±0.05   0.58±0.06   0.42±0.03   0.58±0.07   0.47±0.10   0.70±0.08   0.28±0.08   0.64±0.07   0.37±0.07   0.58±0.04  

Micro F1↑  0.36±0.04   0.58±0.02   0.37±0.05   0.61±0.02   0.41±0.03   0.57±0.03   0.40±0.06   0.64±0.04   0.31±0.07   0.64±0.04   0.38±0.05   0.59±0.02  

H Loss↓  0.37±0.03   0.25±0.02   0.41±0.03   0.24±0.02   0.40±0.02   0.28±0.02   0.46±0.04   0.25±0.02   0.40±0.04   0.24±0.04   0.40±0.03   0.26±0.02  
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Table 13 Comparative results for Scene dataset. 

Metric BR CC LP MLTSVM ML-KNN RAkELd 

EN TEN EN TEN EN TEN EN TEN EN TEN EN TEN 

Precision↑  0.29±0.18   0.31±0.20   0.29±0.18   0.31±0.20   0.36±0.21   0.38±0.23   0.41±0.27   0.42±0.28   0.36±0.21   0.37±0.22   0.32±0.19   0.32±0.18  

Recall↑  0.28±0.18   0.30±0.20   0.27±0.18   0.29±0.20   0.33±0.21   0.35±0.22   0.38±0.26   0.39±0.27   0.37±0.22   0.37±0.24   0.30±0.19   0.30±0.18  

F1↑  0.28±0.18   0.30±0.20   0.28±0.18   0.30±0.20   0.34±0.21   0.36±0.23   0.39±0.26   0.40±0.27   0.36±0.21   0.36±0.22   0.30±0.19   0.31±0.18  

Macro P↑  0.29±0.08   0.30±0.09   0.29±0.08   0.30±0.11   0.26±0.09   0.28±0.09   0.28±0.10   0.25±0.11   0.24±0.10   0.25±0.10   0.27±0.10   0.27±0.10  

Macro R↑  0.22±0.08   0.22±0.07   0.21±0.07   0.23±0.07   0.27±0.11   0.28±0.09   0.30±0.12   0.30±0.12   0.28±0.09   0.28±0.09   0.25±0.09   0.25±0.09  

Macro F1↑  0.20±0.07   0.21±0.07   0.20±0.06   0.21±0.08   0.21±0.06   0.23±0.08   0.24±0.09   0.24±0.09   0.22±0.07   0.23±0.08   0.21±0.06   0.21±0.07  

Micro P↑  0.47±0.25   0.49±0.25   0.46±0.25   0.48±0.26   0.36±0.21   0.38±0.23   0.41±0.27   0.42±0.28   0.39±0.21   0.39±0.23   0.43±0.23   0.41±0.25  

Micro R↑  0.28±0.18   0.30±0.20   0.28±0.17   0.29±0.19   0.33±0.19   0.35±0.21   0.38±0.24   0.39±0.26   0.38±0.22   0.38±0.23   0.30±0.18   0.31±0.18  

Micro F1↑  0.35±0.21   0.37±0.22   0.34±0.20   0.36±0.22   0.35±0.20   0.37±0.22   0.39±0.26   0.40±0.27   0.38±0.21   0.38±0.23   0.35±0.20   0.35±0.21  

H Loss↓  0.18±0.05   0.18±0.05   0.19±0.05   0.18±0.06   0.23±0.07   0.22±0.08   0.21±0.09   0.21±0.09   0.22±0.07   0.22±0.08   0.20±0.06   0.21±0.07  
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Table 14 Comparative results for Medical dataset. 

Metric BR CC LP MLTSVM ML-KNN RAkELd 

EN TEN EN TEN EN TEN EN TEN EN TEN EN TEN 

Precision↑  0.24±0.06   0.28±0.04   0.27±0.05   0.28±0.04   0.58±0.08   0.56±0.08   0.38±0.06   0.38±0.07   0.43±0.05   0.45±0.05   0.25±0.03   0.27±0.04  

Recall↑  0.21±0.06   0.23±0.04   0.23±0.05   0.23±0.04   0.52±0.07   0.52±0.07   0.31±0.04   0.31±0.05   0.41±0.04   0.42±0.05   0.22±0.03   0.22±0.04  

F1↑  0.22±0.06   0.24±0.04   0.24±0.05   0.24±0.04   0.54±0.07   0.53±0.07   0.33±0.05   0.33±0.06   0.41±0.04   0.43±0.05   0.23±0.03   0.24±0.04  

Macro P↑  0.08±0.03   0.09±0.02   0.09±0.03   0.09±0.02   0.13±0.02   0.10±0.01   0.03±0.01   0.03±0.01   0.09±0.02   0.08±0.01   0.09±0.02   0.08±0.02  

Macro R↑  0.04±0.01   0.04±0.01   0.04±0.01   0.04±0.01   0.12±0.01   0.11±0.01   0.04±0.00   0.04±0.00   0.10±0.02   0.09±0.01   0.04±0.01   0.04±0.01  

Macro F1↑  0.05±0.01   0.05±0.01   0.05±0.01   0.05±0.01   0.11±0.02   0.10±0.01   0.03±0.00   0.03±0.00   0.09±0.02   0.08±0.01   0.05±0.01   0.05±0.01  

Micro P↑  0.79±0.10   0.83±0.05   0.85±0.07   0.81±0.06   0.59±0.07   0.58±0.08   0.38±0.06   0.38±0.07   0.57±0.09   0.57±0.07   0.81±0.05   0.78±0.08  

Micro R↑  0.21±0.05   0.24±0.04   0.23±0.04   0.24±0.04   0.51±0.06   0.51±0.07   0.31±0.04   0.30±0.05   0.41±0.04   0.42±0.04   0.24±0.02   0.24±0.03  

Micro F1↑  0.33±0.07   0.37±0.05   0.37±0.05   0.36±0.04   0.55±0.06   0.54±0.07   0.34±0.05   0.34±0.06   0.48±0.05   0.48±0.05   0.37±0.03   0.36±0.05  

H Loss↓  0.02±0.00   0.02±0.00   0.02±0.00   0.02±0.00   0.02±0.00   0.02±0.00   0.03±0.00   0.03±0.00   0.03±0.00   0.02±0.00   0.02±0.00   0.02±0.00  
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Table 15 Comparative results for Cal500 dataset. 

Metric BR CC LP MLTSVM ML-KNN RAkELd 

EN TEN EN TEN EN TEN EN TEN EN TEN EN TEN 

Precision↑  0.56±0.00   0.57±0.01   0.57±0.01   0.58±0.01   0.35±0.01   0.34±0.01   0.35±0.01   0.35±0.01   0.44±0.02   0.46±0.01   0.53±0.01   0.54±0.01  

Recall↑  0.26±0.01   0.27±0.01   0.25±0.02   0.27±0.00   0.35±0.01   0.35±0.01   0.35±0.01   0.35±0.01   0.31±0.01   0.32±0.00   0.27±0.01   0.28±0.01  

F1↑  0.35±0.01   0.36±0.01   0.34±0.02   0.35±0.01   0.35±0.01   0.34±0.01   0.34±0.01   0.34±0.01   0.36±0.01   0.37±0.00   0.34±0.01   0.36±0.01  

Macro P↑  0.14±0.01   0.16±0.02   0.13±0.01   0.16±0.02   0.17±0.01   0.16±0.01   0.16±0.01   0.17±0.01   0.15±0.02   0.17±0.00   0.14±0.01   0.17±0.01  

Macro R↑  0.08±0.00   0.08±0.01   0.08±0.01   0.09±0.01   0.17±0.01   0.16±0.01   0.16±0.01   0.17±0.01   0.12±0.01   0.13±0.00   0.09±0.00   0.10±0.00  

Macro F1↑  0.09±0.00   0.10±0.01   0.08±0.01   0.10±0.01   0.16±0.01   0.16±0.01   0.15±0.01   0.16±0.01   0.13±0.01   0.14±0.00   0.10±0.00   0.11±0.00  

Micro P↑  0.55±0.01   0.56±0.01   0.55±0.01   0.56±0.02   0.35±0.01   0.34±0.01   0.34±0.01   0.34±0.01   0.44±0.02   0.45±0.01   0.52±0.01   0.53±0.01  

Micro R↑  0.26±0.01   0.27±0.01   0.24±0.02   0.27±0.01   0.35±0.01   0.34±0.01   0.35±0.01   0.35±0.01   0.31±0.01   0.32±0.00   0.26±0.01   0.28±0.01  

Micro F1↑  0.35±0.01   0.36±0.01   0.34±0.02   0.36±0.01   0.35±0.01   0.34±0.01   0.34±0.01   0.35±0.01   0.36±0.01   0.38±0.00   0.35±0.01   0.37±0.01  

H Loss↓  0.14±0.00   0.14±0.00   0.14±0.00   0.14±0.00   0.20±0.00   0.20±0.00   0.20±0.00   0.20±0.00   0.16±0.00   0.16±0.00   0.15±0.00   0.15±0.00  
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Table 16 Comparative results for Birds dataset. 

Metric BR CC LP MLTSVM ML-KNN RAkELd 

EN TEN EN TEN EN TEN EN TEN EN TEN EN TEN 

Precision↑  0.09±0.03   0.09±0.03   0.09±0.04   0.09±0.04   0.10±0.04   0.10±0.05   0.05±0.02   0.04±0.01   0.09±0.04   0.08±0.03   0.10±0.05   0.11±0.06  

Recall↑  0.07±0.02   0.06±0.02   0.06±0.03   0.07±0.02   0.11±0.03   0.10±0.03   0.03±0.01   0.02±0.01   0.05±0.01   0.05±0.01   0.08±0.04   0.08±0.04  

F1↑  0.07±0.02   0.06±0.02   0.06±0.03   0.07±0.03   0.10±0.03   0.10±0.04   0.03±0.02   0.03±0.01   0.06±0.02   0.06±0.02   0.08±0.03   0.09±0.04  

Macro P↑  0.15±0.04   0.12±0.04   0.13±0.04   0.14±0.05   0.14±0.03   0.14±0.05   0.10±0.07   0.07±0.04   0.09±0.02   0.08±0.02   0.12±0.04   0.16±0.09  

Macro R↑  0.08±0.03   0.06±0.01   0.07±0.03   0.08±0.03   0.13±0.04   0.12±0.04   0.05±0.03   0.03±0.01   0.06±0.02   0.06±0.02   0.09±0.03   0.09±0.03  

Macro F1↑  0.09±0.02   0.07±0.01   0.08±0.03   0.09±0.03   0.12±0.03   0.12±0.04   0.06±0.04   0.03±0.01   0.07±0.01   0.07±0.01   0.09±0.03   0.10±0.04  

Micro P↑  0.34±0.08   0.34±0.10   0.30±0.08   0.36±0.10   0.23±0.05   0.24±0.05   0.31±0.10   0.26±0.05   0.31±0.09   0.27±0.05   0.30±0.07   0.31±0.13  

Micro R↑  0.13±0.05   0.11±0.05   0.12±0.07   0.13±0.06   0.20±0.06   0.20±0.07   0.07±0.03   0.05±0.01   0.11±0.03   0.11±0.04   0.15±0.07   0.15±0.06  

Micro F1↑  0.19±0.06   0.17±0.05   0.16±0.07   0.19±0.07   0.21±0.05   0.21±0.06   0.11±0.04   0.09±0.02   0.15±0.04   0.15±0.04   0.19±0.07   0.20±0.08  

H Loss↓  0.06±0.01   0.06±0.01   0.06±0.01   0.06±0.01   0.08±0.01   0.08±0.01   0.06±0.01   0.06±0.01   0.06±0.00   0.07±0.01   0.07±0.01   0.07±0.00  
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Table 17 Comparative results for Enron dataset. 

Metric BR CC LP MLTSVM ML-KNN RAkELd 

EN TEN EN TEN EN TEN EN TEN EN TEN EN TEN 

Precision↑  0.66±0.03   0.68±0.03   0.66±0.03   0.68±0.03   0.54±0.01   0.56±0.01   0.52±0.01   0.52±0.01   0.58±0.02   0.59±0.02   0.66±0.03   0.67±0.03  

Recall↑  0.43±0.01   0.45±0.01   0.44±0.01   0.46±0.01   0.48±0.01   0.50±0.02   0.45±0.01   0.45±0.01   0.46±0.02   0.45±0.02   0.46±0.01   0.45±0.01  

F1↑  0.49±0.01   0.51±0.02   0.50±0.02   0.51±0.01   0.49±0.01   0.51±0.01   0.46±0.01   0.46±0.01   0.48±0.02   0.49±0.02   0.52±0.01   0.51±0.01  

Macro P↑  0.20±0.02   0.21±0.02   0.20±0.02   0.20±0.02   0.21±0.01   0.22±0.01   0.09±0.01   0.08±0.01   0.19±0.01   0.19±0.01   0.21±0.02   0.22±0.02  

Macro R↑  0.10±0.01   0.10±0.01   0.10±0.01   0.10±0.01   0.13±0.01   0.13±0.02   0.08±0.00   0.08±0.00   0.13±0.01   0.12±0.01   0.11±0.01   0.11±0.01  

Macro F1↑  0.12±0.01   0.12±0.01   0.12±0.01   0.12±0.01   0.14±0.01   0.15±0.02   0.07±0.00   0.07±0.00   0.14±0.01   0.14±0.01   0.12±0.01   0.12±0.01  

Micro P↑  0.71±0.01   0.71±0.02   0.70±0.02   0.71±0.02   0.56±0.01   0.56±0.01   0.54±0.01   0.54±0.01   0.59±0.01   0.61±0.01   0.69±0.02   0.71±0.02  

Micro R↑  0.42±0.01   0.43±0.01   0.43±0.01   0.44±0.01   0.44±0.01   0.46±0.02   0.40±0.01   0.40±0.01   0.44±0.02   0.44±0.02   0.45±0.01   0.43±0.02  

Micro F1↑  0.53±0.01   0.54±0.01   0.53±0.02   0.54±0.01   0.49±0.01   0.50±0.01   0.46±0.01   0.46±0.01   0.51±0.01   0.51±0.01   0.54±0.01   0.54±0.02  

H Loss↓  0.05±0.00   0.05±0.00   0.05±0.00   0.05±0.00   0.06±0.00   0.06±0.00   0.06±0.00   0.06±0.00   0.05±0.00   0.05±0.00   0.05±0.00   0.05±0.00  
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Table 18 Comparative results for Foodtruck dataset. 

Metric BR CC LP MLTSVM ML-KNN RAkELd 

EN TEN EN TEN EN TEN EN TEN EN TEN EN TEN 

Precision↑  0.57±0.08   0.59±0.11   0.55±0.10   0.63±0.10   0.54±0.12   0.67±0.12   0.67±0.14   0.67±0.14   0.45±0.09   0.52±0.08   0.59±0.11   0.63±0.12  

Recall↑  0.44±0.09   0.44±0.05   0.39±0.09   0.41±0.06   0.38±0.08   0.43±0.07   0.41±0.09   0.41±0.09   0.43±0.04   0.47±0.05   0.43±0.08   0.46±0.08  

F1↑  0.44±0.07   0.45±0.06   0.40±0.08   0.45±0.07   0.39±0.08   0.48±0.08   0.47±0.10   0.47±0.10   0.39±0.05   0.43±0.06   0.44±0.07   0.48±0.09  

Macro P↑  0.19±0.04   0.20±0.03   0.15±0.03   0.19±0.03   0.16±0.02   0.19±0.03   0.06±0.01   0.06±0.01   0.16±0.01   0.19±0.03   0.16±0.05   0.19±0.06  

Macro R↑  0.13±0.01   0.14±0.01   0.11±0.01   0.12±0.01   0.13±0.02   0.12±0.02   0.08±0.00   0.08±0.00   0.14±0.02   0.18±0.02   0.12±0.01   0.14±0.02  

Macro F1↑  0.14±0.02   0.14±0.01   0.11±0.02   0.12±0.02   0.13±0.02   0.13±0.03   0.07±0.01   0.07±0.01   0.14±0.01   0.17±0.02   0.12±0.02   0.14±0.03  

Micro P↑  0.60±0.10   0.65±0.10   0.59±0.10   0.67±0.12   0.49±0.08   0.65±0.11   0.67±0.14   0.67±0.14   0.48±0.04   0.51±0.04   0.57±0.09   0.66±0.13  

Micro R↑  0.34±0.05   0.36±0.05   0.31±0.04   0.33±0.06   0.31±0.05   0.33±0.06   0.30±0.07   0.30±0.07   0.35±0.04   0.40±0.05   0.34±0.04   0.36±0.07  

Micro F1↑  0.43±0.06   0.46±0.07   0.40±0.05   0.44±0.08   0.38±0.06   0.44±0.08   0.42±0.09   0.42±0.09   0.40±0.04   0.44±0.04   0.43±0.05   0.46±0.09  

H Loss↓  0.17±0.03   0.16±0.02   0.17±0.03   0.16±0.03   0.19±0.03   0.16±0.03   0.16±0.03   0.16±0.03   0.19±0.02   0.19±0.02   0.17±0.02   0.16±0.03  
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Table 19 Comparative results for Yeast dataset between Native and TEN. 

Metric BR CC LP MLTSVM ML-KNN RAkELd 

Native TEN Native TEN Native TEN Native TEN Native TEN Native TEN 

Precision↑  0.73±0.03   0.85±0.03   0.73±0.03   0.83±0.02   0.66±0.02   0.79±0.03   0.67±0.02   0.83±0.03   0.64±0.02   0.78±0.03   0.70±0.03   0.82±0.02  

Recall↑  0.55±0.01   0.76±0.00   0.57±0.02   0.76±0.02   0.62±0.02   0.74±0.01   0.63±0.01   0.77±0.01   0.60±0.02   0.75±0.01   0.61±0.04   0.76±0.00  

F1↑  0.60±0.01   0.78±0.01   0.61±0.02   0.77±0.02   0.62±0.02   0.74±0.02   0.63±0.02   0.78±0.02   0.59±0.02   0.74±0.01   0.62±0.02   0.77±0.01  

Macro P↑  0.57±0.05   0.75±0.04   0.56±0.07   0.73±0.04   0.49±0.06   0.66±0.03   0.50±0.04   0.71±0.02   0.47±0.02   0.65±0.04   0.51±0.03   0.72±0.04  

Macro R↑  0.32±0.00   0.54±0.01   0.34±0.01   0.53±0.02   0.39±0.01   0.54±0.01   0.38±0.00   0.54±0.01   0.40±0.01   0.59±0.02   0.36±0.03   0.54±0.01  

Macro F1↑  0.35±0.00   0.59±0.01   0.37±0.01   0.58±0.02   0.40±0.01   0.57±0.01   0.37±0.00   0.58±0.01   0.42±0.01   0.61±0.02   0.37±0.01   0.58±0.01  

Micro P↑  0.74±0.03   0.87±0.03   0.73±0.02   0.85±0.02   0.67±0.02   0.79±0.02   0.68±0.02   0.84±0.03   0.65±0.02   0.78±0.03   0.70±0.03   0.83±0.02  

Micro R↑  0.55±0.01   0.75±0.01   0.57±0.01   0.74±0.02   0.61±0.02   0.73±0.01   0.62±0.01   0.75±0.01   0.59±0.01   0.74±0.01   0.60±0.03   0.75±0.01  

Micro F1↑  0.63±0.01   0.80±0.01   0.64±0.01   0.79±0.01   0.64±0.02   0.76±0.01   0.65±0.01   0.79±0.01   0.62±0.01   0.76±0.01   0.65±0.02   0.79±0.01  

H Loss↓  0.19±0.01   0.11±0.00   0.19±0.01   0.12±0.01   0.21±0.01   0.14±0.00   0.20±0.01   0.12±0.01   0.22±0.01   0.14±0.01   0.20±0.01   0.12±0.00  
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 To explore the sensitivity of the proposed technique, we experimented with an 

experiment using TEN as the feature reconstruction method and compared it to the 

Native (original data features). We experimented using the same set of six classifiers, 

and the result is shown in Table 19. 

 Table 19 shows the performance of the proposed TEN in construct a new 

feature set and compares the results of the classification obtained from the native data 

features. We can observe that the proposed TEN is superior to the native features 

when they are classified by the six classification techniques (𝑝 = 0.0001). In 

addition, the visual representation of the performance comparison is shown in  

Figures 10 - 15. 

 

Figure 9 The results were obtained from the proposed feature reconstruction method 

and the native data feature. 

 

 Figure 9. shows the results of the classification of the proposed technique 

(TEN) and the native data features when the size of the reconstructed is varied, from 

𝑚′ =10 to 𝑚′ =100. It can be observed that TEN gives better results than the native 

features, even if the dimension of the reconstructed feature is small (𝑚′=10).  

Figures 10 – 15. depicts the comparative representation of different evaluation 

metrics. 

  



 

 

 

45 

 

 

 

Figure 10 The BR measurement results compare the native feature with TEN. 

 

Figure 11 The CC measurement results compare the native feature with TEN. 

 

Figure 12 The LP measurement results compare the native feature with TEN. 
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Figure 13 The MLTSVM measurement results compare the native feature with TEN. 

 

 

Figure 14 The ML-KNN measurement results compare the native feature with TEN. 

 

Figure 15 The RAkELd measurement results compare the native feature with TEN. 
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3.6 Conclusion 

 In this study, we propose a technique for improving the performance of MLC 

with a feature reconstruction method. The proposed feature reconstruction applied the 

AutoEncoder technique that intentionally encodes the input data instance to generate a 

compact feature representation of them. We implemented two of the construction 

procedures. AutoEncoder alone (EN) was built to encode the feature subsets of the 

data instances. The TEN was constructed to derive a compact set of the data instances 

and maintain the contextual insights of the dataset, conveying the class-label 

representation. To evaluate the performance of the proposed method, we collected 8-

standard datasets, which are acquired from different domains and different data 

settings. We conducted the experiments by applying six classifiers, which are derived 

from three different MLC techniques (i.e., PTM, AM, and EM). The experiments 

were separated into two folds. The first experiment explored the effectiveness of the 

TEN and EN in the feature reconstruction process. In comparison, the second 

experiment was objected to measuring the proposed technique’s performance 

compared with the original data feature used in MLC. 

 The experimental results, presented in Section 3.5, deliberately delineate the 

performance of the proposed technique. For all data sets, TEN essentially provides 

promising results, which is better than EN. TEN works well with the Yeast and 

Emotion dataset, giving better results for all the MLC algorithms and the 

measurement metrics. The Yeast and Emotion are the only two datasets with high 

density shown in Table 10. The density of the dataset in MLC indicates the well-

presentation of the class labels. Therefore, TEN trends work well with the high-

density dataset for MLC problems. In addition, the results obtained from the second 

experiment on the Yeast dataset show that the reconstruction technique is superior to 

the native data features. In general, feature reconstruction can produce different sizes 

of compact features. Therefore, we varied the sizes of the reconstructed features to 

observe the sensitivity of the technique. The results indicate that TEN gives better 

results than the native features for all MLC problems and measurement metrics. 
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 In the next chapter, we will investigate to improve the performance of the 

classification problems, especially on datasets with low density. The work examines 

an alternative approach to the loss function used during training. It proposes a 

technique to perform MLC using an Artificial Neural Network  

(ANN) techniques.



 

 

 
 

 
  

Chapter 4 

 

A Comparative Study of Applying Neural Network-based 

Techniques for Solving Multi-label Classification Problems 

 

4.1 Introduction 

 Multi-label classification (MLC) is one of the supervised learning methods 

that has increasingly gained attention in the research into solving classification 

problems (Chandran & Panicker, 2017; Prajapati & Thakkar, 2021). MLC is a 

challenging problem of classification as the technique explicitly classifies data 

instances into a set of mutual classes. For example, classifying patients with multiple 

diseases (Sangkatip & Phuboon-Ob, 2020), detecting images with multiple objects, 

video clips are in several categories, and classification sounds in different emotions. 

Thus, general multi-class classification (MCC) cannot be coupled with these 

classification problems. The MLC method is an approach to solving MLC 

problems  and  the MLC method was presented in 2004 by Boutell et al. (2004) to 

present the classification of objects in a multi-object image. Then, the research into 

MLC has intensively been one of the areas that interest the researchers across 

machine learning applications. Initially, general approaches to solving MLC problems 

can be categorized into different based methods. Tsoumakas & Katakis. (2007b) 

divided MLC techniques into two groups: Adaptation Methods (AM) and Problem 

Transformation Methods (PTM). The AM method applies and adapts MCC 

techniques for perform the MLC process. There are a number of existing MCC 

techniques that have been implemented to these problems, for example, Decision Tree 

algorithm C4.5, which is called ML-C4.5 (Clare & King, 2001), and the K-Nearest 

Neighbors algorithm, so-called ML-KNN (M. L. Zhang & Zhou, 2007). The PTM 

method essentially converts MLC problems to multi-class problems. Therefore,  the 

conventional MCC classification algorithm can be applied to the problems 

accordingly. The techniques in this classification family are, for instance, Binary 

Relevance (BR) (Godbole & Sarawagi, 2004), Classifier Chains (CC) (Read et al., 
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2011a), Label Power-set (LP). Madjarov et al. (2012b) presented a technique and 

conducted experiments to compare the effectiveness of MLC methods. Then, the 

MLC method was divided into three groups, retaining the same AM and PTM 

methods. A new group called Ensemble Methods (EM) was introduced, which was 

developed by combining PTM methods to improve classification efficiency, such as 

RAkEL (Tsoumakas & Vlahavas, 2007b), EPS (Read et al., 2008) and ECC (Read et 

al., 2011a). 

 The current MLC challenges are focused on improving classification 

efficiency with greater accuracy. More research has been done to analyze feature-

label relationships. Feature Engineering (FE) (Guozhu & Huan, 2018; Hafeez et al., 

2021) is divided into several tasks, for example, feature selection (FS), feature 

transformation (FT), and feature reconstruction (FR). Dimensional reduction is one of 

the techniques used to transform data features. There are two categories of 

dimensionality reduction methods. One is feature selection and feature 

transformation. Method FS keeps only useful features and dismisses others, while FT 

constructs a new but smaller number of features out of the original ones (Deng et al., 

2013a). The current FT method can be applied by implementing, for example, deep 

learning algorithms (Patterson & Gibson, 2017) and unsupervised network 

algorithms, which learn to encode data to extract the relationships of the data. Y. 

Cheng et al. (2019) used a deep learning technique to build and extract relationships 

between attributes and labels in a multi-label classification. Feature reconstruction, a 

transformation process, can be considered as a tool to generate a set of new feature 

sets (based on the original data features). The reconstructed features are anticipated to 

be compact and descriptive, which can be used in the classification process. 

 The correlation of the labels in the data is one of the statistical-based 

techniques that have been applied to the problems, such as Label Correlation (LC) (J. 

Li et al., 2022; Nazmi et al., 2021; Xiao et al., 2021). The method examined the label 

relationships of the data, which assumed that the resulting labels were interdependent 

among the labels. Therefore, this method determined the probabilities of a label from 

the relation of the data with respect to the label. M.-L. Zhang, (2011) proposed the 

LIFT, which adapted the K-means clustering algorithm to group the positive and 

negative instances of each label in the data. Then, the characteristics of the data were 



 

 

 

51 

 

 

extracted through the distance measurement between the data instances and the cluster 

centers of each label. Subsequently, the relationship between the labels was 

established by creating additional attributes of the data (Gao et al., 2020). Huang et al. 

(2018) proposed a technique to learn the dispersion of label attributes, including 

common attributes. They applied double-label correlation to differentiate labels for 

each category. 

 In the past decades, Neural Network approaches have been among the 

techniques applied to solve generics machine learning problems and applications, 

including multi-label classification. Several studies have shown that Neural Network 

methods can improve classification performance. X. Zhang et al. (2019) proposed a 

method using a Deep Neural Network (DNN) to classify multi-label data called 

GroupNet. GroupNet used a Convolutional Neural Network (CNN) to perform that 

classification (Valueva et al., 2020). They constructed a single dimension architecture 

applicable to the dataset for the classification. Lipton et al. (2016) proposed Recurrent 

Neural Networks (RNN) along with a number of research such as (S.-F. Chen et al., 

2017; Nápoles et al., 2021). They applied RNN to perform the classification tasks. 

Maxwell et al. (2017) proposed a deep learning architecture for multi-label 

classification. DNN is also a wide range techniques that recently have been 

implemented for the problems (Lian et al., 2019; Yeh et al., 2017). The techniques 

have potentially proved to be generic to improve  classification accuracy. Therefore, 

in this work, the proposed method will rely on Artificial Neural Network (ANN) 

technique. The work will essentially construct an ANN to perform the classification 

task. In addition, this work will integrate the information of the label patterns in the 

data to enforce the generalization of the model. The classification will account for this 

information to predict the classification result toward the patterns of a label, which 

is exhibited in the data. 

 The paper is organized as follows: Section 4.2 provides an explanation of 

neural networks for multi-label classification. In Section 4.3, the proposed materials 

and methods are described. The datasets used in this work are also delineated and 

explored. Section 4.4 demonstrates that experiments and results were conducted to 

evaluate the performance of the proposed before the discussion of this work given in 

Section 4.5., Finally, the conclusion. 
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4.2 Neural Network for Multi-label Classification 

4.2.1 Preliminaries 

  Let 𝑋 be a space of data instances comprising 𝑛 data instances 𝑥, i.e. 

∀𝑥 ∈ 𝑋, 𝑥 = 𝑥1, … 𝑥𝑑 (where 𝑑 is the number of instance features) a set of 𝑑-

dimensional features divided from 𝑥 , and a set 𝑝 a possible label space 𝑌 = 𝑦1, … 𝑦𝑝, 

i.e. 𝑦 = 𝑦1, . . 𝑦𝑚 where 𝑦 = 0,1 and 𝑚 denotes the dimension of the labels 𝑦 

associated with x. We assume that a set of training networks 𝑁 = 𝑛1, . . 𝑛𝑘 is a feasible 
solution for neural networks. Then, the objective is to search for an optimal 𝑛 such 

that the predicted outcomes 𝑌′ meet the majority of the true value of 𝑌. To construct a 

generalized model for the task,  the network takes the input 𝑥 through a set of hidden 

layers 𝐻 = ℎ1(. ), … , ℎ𝐿(. ) where 𝐿 is the number of the hidden layer in the network. 

Therefore, the prediction obtained from a network can be evaluated by the following: 

 

[𝑦′
1

, … 𝑦′
𝑚

] = ℎ1(𝑥), . . , ℎ𝐿(𝑥),   (22) 

then we can simplify to 

y′ = 𝐻(𝑥)    (23) 

 

Each hidden layer contains a set of adjustable and trackable parameters 𝒘 and 𝒃. In 

addition,  the last layer of the network is augmented by activation functions that 

activate the outputs from the last layer to the prediction outcomes. 

 

4.2.2 Constructing Neural Network for the Classification 

  The network architecture has 𝑑 inputs (including a bias term 𝑏) and |𝑌| 

outputs (one for each label). The number of nodes for an input layer is typically the 

features or attributes of a dataset, and the connections of the input layer to the hidden 

layer can be different depending on how many nodes are selected for the hidden layer. 

The hidden layer can consist of multiple different layers stacked together, but it is 

generally assumed that the performance of an MLP does not increase past two layers. 

The hidden layer is connected to the output layer, where the output layer is the same 

number of classes that are getting predicted. The calculation above happens for each 

node in the network until the output layer is reached. At this point, called a forward 
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pass, the network has tried to learn about the sample passed in and has made a 

prediction about that data, where the nodes of the output layer are probabilities that 

the sample is of a certain class. This is the point where backpropagation takes over. 

This process of a forward pass and backpropagation continues until a certain number 

of iterations are met or the network converges on an answer. Another way to look at 

the method is that the architecture uses the data to find a mathematical model or 

function to best describe the data. As the network is trying to learn, it is constantly 

searching for a global minimum value such that predictions can be accurate. 
   

4.2.3 Backpropagation for Multi-Label Learning (BP-MLL) 

  In MLC each data point is associated with a set of labels whose size is 

not fixed. The number of all possible labels is known, but not the size of the label set 

associated with each data point. An example of such a type of problem could be 

keyword extraction for news articles. A news article can be associated with several 

possible keywords in the keyword universe, and the number of such keywords may 

not be known apriori. A simple way of solving such a problem would be to devise a 

binary classification problem by training 𝑛 independent binary classifiers, each 

predicting whether a news article belongs to a certain class (has a certain keyword). 

One of the downsides of such a method is that 𝑛 separate models need to be trained, 

which is computationally expensive both during training and inference. The other 

downside of such an approach is that correlation information between labels is 

completely ignored, which may not be desirable in most cases. 

  Turns out a simple modification of loss function while training a neural 

network allows us to learn multilabel classification efficiently. 
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𝐸 = ∑𝑚
𝑖=1

1

|𝑌𝑖||�̅�𝑖|
∑(𝑘,𝑙)∈𝑌𝑖×�̅�𝑖

𝑒𝑥𝑝(−(𝑐𝑘
𝑖 − 𝑐𝑙

𝑖)   (24) 

 

  This loss function considers that relation of a pair of labels (𝑘, 𝑙) ∈

𝑌𝑖 × �̅�𝑖, where 𝑘 is relevant to the data instance 𝑥𝑖 and 𝑙 is not, if the prediction score 

for 𝑘 is positive whereas the prediction score for 1 is negative, then 𝑒𝑥𝑝(−(𝑐𝑘
𝑖 − 𝑐𝑙

𝑖) 

has the minimum penalty. An incorrect prediction score order results in a higher 

penalty. Therefore, minimizing the equation would result in pairs of labels being 

predicted correctly. 

 

4.3 Materials and Methods  
 The main objective of this work is to develop a technique that can classify 

multi label data efferently. This work integrates the information of the patterns of 

labels exhibited in the data. The pattern information will be used to implement 

additional loss terms (so called Soft-loss). The overall process of the technique 

presented in this work is illustrated in Figure 16. 

 

Figure 16 The overall process of the proposed method. 

  

 The dataset is divided into two folds, train data and test data. The patterns of 

labels are invested by examining all the cardinality of the label 𝑌 in the data. These 

patterns of the label will be used to construct the Soft-loss. The Soft-loss will be 

weighted and tuned toward the optimal solution. The Soft-loss anticipated the training 

to converge and direct the solution to the existing patterns in the data.  

 Therefore, this section will provide the details of the data used in this work. 

Then, the patterns of the labels of the data will be explored and analyzed. The 
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distribution of the label patterns over the dataset will be illustrated. Finally, the 

methodology of incorporating the Soft-loss will be explained. 

4.3.1 Dataset Pattern Analysis 

  The datasets were collected from the Mulan datasets (Tsoumakas, 

Spyromitros-Xioufis, et al., 2011). The data contains 8-datasets with different data 

topologies, depending on the domains. In addition, each dataset has different 

characteristics and properties, such as the number of data instances, the number of 

feature dimensions, Cardinality, and Density. The summary of the dataset is shown in 

Table 20.   

 

Table 20 The details of multi-label datasets used in this work. 

Datasets Domain Instances Features Labels Cardinality Density 

birds  audio 645 260 19 1.014 0.053 

enron  text 1702 1001 53 3.378 0.064 

emotions  music 593 72 6 1.869 0.311 

medical  text 978 1449 45 1.245 0.028 

yeast  biology 2417 103 14 4.237 0.303 

scene  image 2407 294 6 1.074 0.179 

cal500  music 502 68 174 26.044 0.15 

foodtruck  recommend 407 21 12 2.29 0.191 

 

  In general, the Cardinality is the average number of labels per 

example, defined in Equation 1. 

  The Density is the number of labels per sample divided by the total 

number of labels, defined in Equation 2. 

  From our inspection, each of the data instances in the dataset is 

assigned to a particular multi-label entity (𝑌). We analyze the patterns of labels from 

the training dataset in order to examine the possible patterns of data labels in the 

dataset. To extract the patterns of the dataset, we iterate all the data instances and their 

associated data labels. The patterns of the labels in the data are one of the critical 

pieces of information that can be used to improve the classification by constraining 

the model to essentially predict the classification output to the existing label patterns 
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exhibiting the datasets. Therefore, the permutation of data labels or patterns is 

illustrated in Table 21. 

 

Table 21 The number of label patterns of the training dataset used in this work. 

Datasets No. of Label Patterns 

Train set No. Instances > 0 No. Instances > 10 No. Instances > 10 

(%) 

birds  322 89 2 48.14 

enron  1123 545 10 27.96 

emotions  391 26 11 87.21 

medical  333 61  9 64.26 

yeast 1500 164 26 74.60 

scene  1211 14 9 98.76 

cal500  401 401 - - 

foodtruck  325 101 6 52.30 

 

The pattern of the labeled dataset is the number of patterns embedded in the 

dataset. It can then display the number of labels occurring for each pattern. For 

example, the yeast dataset contains 164 pattern labels. Then analyze the number of 

each pattern to witness how many there are. A frequency graph of each data set can be 

displayed, as shown in Figure 17. 
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(a) Birds (b) Enron 

  
(c) Emotions (d) Medical 

  
(e) Yeast (f) Scene 

  
(g) Cal500 (h) Foodtruck 

 

Figure 17 The distribution of the label patterns in each of the datasets. 
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Table 22 Pattern of the predicted test dataset. 

Datasets Test No. of Patterns > 10 No. of Patterns (%) 

 birds  323 2 52.94 

enron  579 3 30.56 

emotions  202 7 74.25 

medical 645 15 75.81 

yeast  917 19 68.26 

scene  1196 9  98.24 

cal500  101 - - 

foodtruck  82 45 54.87 

 

4.3.2 Method 

  Backpropagation for Multi-Label Learning (BP-MLL) (Mandziuk & 

Zychowski, 2019; M. L. Zhang & Zhou, 2006). This feed-forward neural network for 

MLC problems uses an error function to capture the correlation among the labels. 

This function penalizes the predictions that include labels that are not truly relevant to 

the processed instance. 

  Multi-label Hierarchical Adaptive Resonance Associative Map Neural 

Network (ML-HARAM) (Benites & Sapozhnikova, 2016, 2017). This neural system 

was initially developed for text datasets with high dimensionality. Overall, it aims to 

increase the classification speed by adding an extra layer of adaptive resonance theory 

to group the learned prototypes into large clusters. 

  This work proposes two classification techniques, i.e., (i) Patterns of 

the Label (POL) and (ii) Label Similarity (LSIM). POL assumes that the prediction of 

the class label will be according to the existing patterns of the labels in the data 

(shown in Table 21 and Table 22). Therefore, POL utilizes the information of the 

label patterns in the classification process.  POL starts by examining the patterns of 

the labels 𝑃 = {𝑝1, . . 𝑝𝑛}  when 𝑛 is the number of patterns in the datasets. For each 

pattern 𝑝, there exists the outer candidate label (𝑝𝑑), which is determined by the 

center of  𝑝𝑐 . Then,  given 𝑃,  we can construct a set outer candidate label 𝑌𝑝 = 

{𝑦𝑝1, . . 𝑦𝑝} . Finally, the loss function of the model can be calculated by using 𝑌𝑝.  The 
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weighted loss term is separated into two parts, (i) native term and (ii)  pattern term, 

which is demonstrated in Algorithm 1. 

 

 

  where 𝑓𝑑 denotes a distance function that determines the spatial 

differences between the prediction (𝑦′) and the expected centriod of the train pattern 

(𝑦𝑝), which is define as follows: 

𝑓𝑑(𝑦′, 𝑦𝑝) = √∑|𝑦′| (𝑦′ − 𝑦𝑃)2   (25) 

 

and α = [0,1]  is the weight of the loss terms. 

 Similarly, LSIM is introduced as the information that can be used to 

generalize the model. With LSIM, data instances classified into the same label pattern 

are supposed to account for a similar feature composition. On the other hand, the 

patterns of labels can eventually relate to the feature. For each training process, LSIM 

examines the similarity of the data instance (features). Therefore, a set of similar 

instances 𝑆 = {𝑥1, . . 𝑥𝑘} where 𝑘  is the number of similar members (set by a 

predetermined value).  𝑆 is generated by  the KNN algorithm. Given 𝑆, there exists a 

label set 𝐺 = {𝑦1, . . 𝑦𝑘} associated with 𝑆. Then, the loss term is calculated over the 

average loss in G and the predicted label,  which is demonstrated in Algorithm 2.  
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 In the computational analysis of the proposed algorithms with Big-O notation, 

the POL and LSIM algorithms optimize the training process of the neural network to 

learn the pattern of labels. The neural network algorithm feeds h hidden neurons with 

n inputs each; hence ℎ ∗ 𝑂(𝑛) plus feeds m output neurons with h inputs each, 𝑚 ∗

𝑂(ℎ). It is defined the following notation : ℎ ∗ 𝑂(𝑛) + 𝑚 ∗ 𝑂(ℎ)  =  𝑂((𝑛 + 𝑚) ∗ ℎ).  

 The LSIM examines the similarity of the data instance. A set of similar 

instances 𝑆 where 𝑘  is the number of similar members. 𝑆 is generated by the KNN 

algorithm. Given 𝑆, that there exists a label set 𝐺 associated with 𝑆. Then, the loss 

term of the neuron network is calculated over the average loss in G and the predicted 

label. It is defined the following Big-o notation is 𝑂((𝑛 + 𝑚) ∗ ℎ)  +  𝑂(𝑛3). 

 The POL utilizes the information of the label patterns in the classification 

process. POL starts by examining the patterns of the labels 𝑃  when 𝑛 is the number 

of patterns in the datasets. For each pattern 𝑝, there exists the outer candidate label 

(𝑝𝑑), which is determined by the center of  𝑝𝑐 . Then,  given 𝑃,  we can construct a set 

outer candidate label 𝑌𝑝. Finally, the loss function of the model can be calculated by 

using 𝑌𝑝.  The weighted loss term is separated into two parts, (i) native term and 

(ii)  pattern term. It is defined the following Big-o notation is (𝑂((𝑛 + 𝑚) ∗ ℎ)  ∗

 𝑂(𝑛)) + 𝑂(𝑛2). 
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4.4 Experiments and Results 

 4.4.1 Experiment setup 

  This work proposes two methods (POL and LSIM) for the MLC 

problems, which were explained in the previous section.  In this section,  we will 

demonstrate the experiments and the results from the proposed techniques and the 

state-of-the-art method with respect to the Neural Network-based methods, which 

are  BP-MLL and ML-HARAM. This work uses eight datasets, according to Table 20. 

The feature's size in the dataset ranges between 21 and 1449 dimensions. In addition, 

the length of the label is between 6 and 174 accordingly. The setting up of the 

experiments is as follows. 

  The BP-MLL  (M. L. Zhang & Zhou, 2006)  method is a feed-forward 

Neural Network method that was used in the experiments. In this method, a loss 

function is defined using the cross-entropy scheme. We defined the parameters used 

in the experiment as follows: the input layer was set along with the size of the features 

(attributes), the number of hidden layers was set to two layers for simplicity, and the 

output layer was equal to the number of labels. We used ReLU as the activation of the 

input layer and hidden layer and utilized the sigmoid function for the output layer. 

The training was carried out in a total of 10 epochs. 

  The ML-HARAM (Benites & Sapozhnikova, 2016, 2017) method aims 

at increasing the classification speed by adding an extra ART layer for clustering 

learned prototypes into large clusters. We defined the parameters used in the 

experiment as follows: set vigilance to 0.95 as parameters for adaptive resonance 

theory networks and defined the threshold value as 0.05, which controls how many 

prototypes participate in the prediction. 

  The ANN method was also used in the experiments for comparison 

purposes. We defined the parameters used in the experiment as follows: the input 

layer was equal to the size of the attributes, the number of hidden layers designated 

to two layers, and the output layer was set to the number of labels. ReLU was used for 

the activation of the input layer and hidden layer and Sigmoid activation for the 

output layer and loss function set to binary cross-entropy. Asam optimizer was 

applied with the training of a total 10 epochs. 
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  The POL is the proposed method of this study that  customized 

the  loss function of the training process. This loss determines the variability of the 

label patterns in the dataset. The first loss calculates the predicted value and the actual 

value of the pattern formed by the label. We explore the number of label patterns that 

are exhibited in the data (the member instances of each pattern > 1. , 10, 50, 70 ). The 

second loss calculates the Binary Cross-Entropy between predicted and actual, then 

averages the two losses assigned alpha to weight the two losses and the network 

parameter. Then, training was carried out in a total of 10 epochs. 

  The LSIM  is also proposed in this research. The technique designates 

the loss function by counting the class label of the similar data instance to the 

consideration, as described in Algorithm 2. The standard binary cross-entropy 

computation with the class actual values and label of the nearest data instance was 

used to obtain the model loss. In this work, we set k = 3 as the number of similar data 

instances. Finally, the loss was obtained by averaging all the losses of each data pair. 

  The experiments have implemented the algorithm of Scikit-multilearns 

(Szymański & Kajdanowicz, 2017), which is the library for MLC built on top of the 

well-known. All experiments are carried out on a Core i7 (1.99 GHz) on Windows 10 

machine with 20.0 GB RAM. 

  In the experiment, we utilized Scikit-multilearn as the main tool to 

conduct various experiments (Szymański & Kajdanowicz, 2017). We choose ten 

common evaluation metrics for MLC (Wu & Zhou, 2017). These evaluation metrics 

cover both example-based metrics and label-based metrics, namely, Precision, Recall, 

F1, Macro Precision (Macro P), Macro Recall (Macro R), Macro F1, Micro Precision 

(Micro P), Micro Recall (Micro R), Micro F1, and Hamming Loss (H Loss). The 

measurement metrics are defined in Equations 12 – 21. 

  For each classifier, true positives (𝑡𝑝𝑗), true negatives (𝑡𝑛𝑗), false 

positives (𝑓𝑝𝑗), and false negatives (𝑓𝑛𝑗) obtained (based on the metrics) are 

calculated – for each label 𝑦: 𝑗 = 1 … 𝑚,. Macro 𝐹1 is essentially the harmonic mean 

obtained from Precision and Recall based on an average of each label 𝑦𝑗 and an 

average of overall labels. In addition, Micro 𝐹1 is the harmonic mean of Micro 

derived from Precision and Micro Recall in the above definition. 
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 4.4.2 Experiment Results 

  After setting out the experiment, we carried out the experiment with 

eight datasets. We evaluate the performance of the classification technique, the 

experiments were conducted using  BP-MLL, ML-HARAM, ANN, LSIM, and POL, 

and the results are demonstrated in Tables 23 – 32. For each evaluation metric, “↑” 

indicated “the larger, the better” while “↓” indicated “the smaller, the better”. Each 

row of datasets contains the results of five algorithms in the column. The best 

algorithm results are enclosed in the ranking of 1 - 5 in brackets. Then the average 

ranking of each algorithm in the column and show the average ranking in the last row. 

Where the lower the average ranking, the better the algorithm. Furthermore, the best 

performance among the five comparing algorithms is demonstrated in bold font. 

 

Table 23 The performance of multi-label algorithm in terms of Precision ↑.  

Datasets BP-MLL ML-HARAM ANN LSIM POL 

Birds 0.151±0.048(3) 0.183±0.046(2) 0.067±0.022(5) 0.141±0.047(4) 0.220±0.058(1) 

Enron 0.083±0.010(5) 0.450±0.012(4) 0.669±0.013(2) 0.677±0.029(1) 0.549±0.012(3) 

Emotions 0.307±0.087(5) 0.373±0.060(3) 0.354±0.080(4) 0.656±0.044(2) 0.665±0.061(1) 

Medical 0.030±0.008(5) 0.576±0.059(2) 0.063±0.052(4) 0.475±0.073(3) 0.765±0.055(1) 

Yeast 0.383±0.043(5) 0.645±0.026(4) 0.709±0.020(2) 0.712±0.021(1) 0.658±0.024(3) 

Scene 0.234±0.044(5) 0.322±0.228(2) 0.619±0.030(1) 0.254±0.189(4) 0.315±0.233(3) 

Cal500 0.195±0.015(5) 0.501±0.120(3) 0.607±0.024(1) 0.572±0.018(2) 0.343±0.018(4) 

Foodtruck 0.336±0.066(5) 0.691±0.062(2) 0.603±0.062(4) 0.664±0.022(3) 0.699±0.035(1) 

Avg.rank 4.75 3.13 2.88 2.50 2.13 
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Table 24 The performance of multi-label algorithm in terms of Recall ↑. 

Datasets BP-MLL ML-HARAM ANN LSIM POL 

Birds 0.090±0.019(3) 0.116±0.009(2) 0.072±0.035(5) 0.085±0.028(4) 0.202±0.051(1) 

Enron 0.636±0.058(1) 0.466±0.030(4) 0.465±0.019(5) 0.478±0.011(3) 0.497±0.013(2) 

Emotions 0.451±0.273(4) 0.461±0.118(3) 0.241±0.063(5) 0.681±0.069(2) 0.704±0.076(1) 

Medical 0.522±0.135(3) 0.620±0.044(2) 0.052±0.045(5) 0.435±0.061(4) 0.715±0.042(1) 

Yeast 0.585±0.101(4) 0.582±0.025(5) 0.585±0.017(3) 0.608±0.012(2) 0.622±0.020(1) 

Scene 0.246±0.195(5) 0.382±0.269(3) 0.622±0.032(1) 0.545±0.181(2) 0.296±0.230(4) 

Cal500 0.655±0.055(1) 0.232±0.072(4) 0.217±0.014(5) 0.251±0.005(3) 0.343±0.016(2) 

Foodtruck 0.723±0.102(1) 0.486±0.034(2) 0.448±0.049(5) 0.485±0.044(3) 0.453±0.048(4) 

Avg.rank 2.75 3.13 4.25 2.88 2.00 

 

Table 25 The performance of multi-label algorithm in terms of F1 ↑. 

Datasets BP-MLL ML-HARAM ANN LSIM POL 

Birds 0.105±0.027(3) 0.131±0.021(2) 0.063±0.025(5) 0.100±0.033(4) 0.200±0.052(1) 

Enron 0.143±0.016(5) 0.404±0.016(4) 0.520±0.015(2) 0.529±0.014(1) 0.502±0.010(3) 

Emotions 0.320±0.114(4) 0.374±0.058(3) 0.270±0.064(5) 0.640±0.043(2) 0.658±0.059(1) 

Medical 0.055±0.016(5) 0.568±0.050(2)  0.056±0.048(4) 0.446±0.064(3) 0.729±0.046(1) 

Yeast 0.440±0.050(5) 0.589±0.017(4) 0.613±0.016(2) 0.610±0.019(3) 0.619±0.018(1) 

Scene 0.306±0.043(3) 0.334±0.239(2) 0.614±0.030(1) 0.247±0.191(5) 0.302±0.231(4) 

Cal500 0.297±0.021(4) 0.235±0.066(5) 0.314±0.014(3) 0.341±0.004(1) 0.334±0.017(2) 

Foodtruck 0.413±0.054(5) 0.511±0.042(1) 0.459±0.047(4) 0.503±0.028(2) 0.500±0.038(3) 

Avg.rank 4.25 2.88 3.25 2.63 2.00 
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Table 26 The performance of multi-label algorithm in terms of Macro Precision ↑. 

Datasets BP-MLL ML-HARAM ANN LSIM POL 

Birds 0.179±0.027(3) 0.092±0.026(4) 0.070±0.030(5) 0.215±0.068(2) 0.471±0.058(1) 

Enron 0.063±0.003(5) 0.130±0.016(4) 0.168±0.018(3) 0.210±0.014(1) 0.208±0.010(2) 

Emotions 0.183±0.088(5) 0.293±0.055(4) 0.524±0.124(3) 0.668±0.056(1) 0.655±0.078(2) 

Medical 0.030±0.009(4) 0.127±0.024(3) 0.017±0.007(5) 0.148±0.030(2) 0.236±0.018(1) 

Yeast 0.297±0.026(5) 0.431±0.016(3) 0.414±0.039(4) 0.570±0.069(1) 0.499±0.024(2) 

Scene 0.276±0.075(2) 0.253±0.055(3) 0.788±0.029(1) 0.251±0.134(4) 0.225±0.117(5) 

Cal500 0.108±0.009(4) 0.116±0.012(3) 0.061±0.013(5) 0.138±0.011(2) 0.161±0.013(1) 

Foodtruck 0.153±0.038(5) 0.174±0.046(4) 0.175±0.049(3) 0.268±0.048(2) 0.287±0.078(1) 

Avg.rank 4.13 3.50 3.63 1.88 1.88 

 

Table 27 The performance of multi-label algorithm in terms of Macro Recall ↑. 

Datasets BP-MLL ML-HARAM ANN LSIM POL 

Birds 0.079+0.020(5) 0.088+0.035(4) 0.091+0.045(3) 0.094+0.039(2) 0.356+0.042(1) 

Enron 0.447+0.044(1) 0.091+0.008(5) 0.096+0.006(4) 0.116+0.010(3) 0.139+0.006(2) 

Emotions 0.442+0.271(3) 0.390+0.073(4) 0.221+0.055(5) 0.656+0.063(2) 0.692+0.074(1) 

Medical 0.280+0.060(1) 0.158+0.025(3) 0.005+0.004(5) 0.094+0.026(4) 0.237+0.027(2) 

Yeast 0.467+0.088(1) 0.400+0.016(2) 0.335+0.008(5) 0.343+0.015(4) 0.395+0.013(3) 

Scene 0.547+0.182(2) 0.327+0.084(3) 0.634+0.031(1) 0.205+0.076(5) 0.217+0.075(4) 

Cal500 0.483+0.033(1) 0.103+0.032(3) 0.052+0.004(5) 0.075+0.002(4) 0.160+0.013(2) 

Foodtruck 0.403+0.127(1) 0.133+0.022(3) 0.118+0.016(5) 0.139+0.020(2) 0.124+0.014(4) 

Avg.rank 1.88 3.38 4.13 3.25 2.38 
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Table 28 The performance of multi-label algorithm in terms of Macro F1 ↑. 

Datasets BP-MLL ML-HARAM ANN LSIM POL 

Birds 0.103±0.019(3) 0.062±0.025(5) 0.068±0.030(4) 0.124±0.043(2) 0.362±0.035(1) 

Enron 0.087±0.005(4) 0.085±0.009(5) 0.108±0.007(3) 0.134±0.010(2) 0.151±0.005(1) 

Emotions 0.222±0.119(5) 0.286±0.057(3) 0.251±0.053(4) 0.643±0.044(2) 0.660±0.066(1) 

Medical 0.043±0.009(4) 0.126±0.022(2) 0.007±0.005(5) 0.108±0.026(3) 0.228±0.023(1) 

Yeast 0.319±0.035(5) 0.397±0.016(2) 0.346±0.008(4) 0.364±0.008(3) 0.401±0.013(1) 

Scene 0.270±0.060(2) 0.200±0.093(3) 0.689±0.023(1) 0.187±0.095(4) 0.178±0.090(5) 

Cal500 0.151±0.011(2) 0.088±0.011(3) 0.045±0.003(5) 0.082±0.004(4) 0.155±0.014(1) 

Foodtruck 0.193±0.041(1) 0.136±0.030(4) 0.120±0.017(5) 0.155±0.024(2) 0.143±0.020(3) 

Avg.rank 3.25 3.38 3.88 2.75 1.75 

 

Table 29 The performance of multi-label algorithm in terms of Micro Precision ↑. 

Datasets BP-MLL ML-HARAM ANN LSIM POL 

Birds 0.778±0.076(2) 0.200±0.039(4) 0.161±0.052(5) 0.826±0.114(1) 0.586±0.049(3) 

Enron 0.083±0.010(5) 0.421±0.019(4) 0.716±0.013(1) 0.683±0.020(2) 0.555±0.013(3) 

Emotions 0.331±0.093(5) 0.360±0.041(4) 0.549±0.089(3) 0.679±0.040(1) 0.662±0.054(2) 

Medical 0.030±0.008(5) 0.492±0.049(4) 0.766±0.329(3) 0.876±0.049(1) 0.772±0.054(2) 

Yeast 0.378±0.038(5) 0.614±0.023(4) 0.712±0.018(2) 0.718±0.017(1) 0.666±0.021(3) 

Scene 0.236±0.043(5) 0.288±0.196(4) 0.778±0.034(1) 0.373±0.262(2) 0.316±0.233(3) 

Cal500 0.195±0.015(5) 0.343±0.009(3) 0.598±0.029(1) 0.562±0.016(2) 0.339±0.016(4) 

Foodtruck 0.333±0.064(5) 0.646±0.054(3) 0.594±0.047(4) 0.669±0.044(2) 0.682±0.033(1) 

Avg.rank 4.63 3.75 2.50 1.50 2.63 
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Table 30 The performance of multi-label algorithm in terms of Micro Recall ↑. 

Datasets BP-MLL ML-HARAM ANN LSIM POL 

Birds 0.168+0.029(4) 0.220+0.019(2) 0.152+0.074(5) 0.173+0.050(3) 0.406+0.053(1) 

Enron 0.615+0.062(1) 0.412+0.036(5) 0.439+0.021(4) 0.458+0.011(2) 0.453+0.015(3) 

Emotions 0.453+0.270(3) 0.433+0.096(4) 0.245+0.054(5) 0.678+0.065(2) 0.704+0.076(1) 

Medical 0.524+0.140(3) 0.598+0.041(2) 0.051+0.044(5) 0.440+0.058(4) 0.685+0.039(1) 

Yeast  0.588+0.103(3) 0.577+0.021(5) 0.577+0.015(4) 0.606+0.010(2) 0.617+0.017(1) 

Scene 0.544+0.182(2) 0.251+0.193(5) 0.612+0.033(1) 0.390+0.257(3) 0.299+0.221(4) 

Cal500 0.653+0.054(1) 0.226+0.073(4) 0.209+0.014(5) 0.245+0.003(3) 0.339+0.018(2) 

Foodtruck 0.352+0.028(5) 0.396+0.037(2) 0.354+0.037(4) 0.390+0.034(3) 0.663+0.115(1) 

Avg.rank 2.75 3.63 4.13 2.75 1.75 

 

Table 31 The performance of multi-label algorithm in terms of Micro F1 ↑. 

Datasets BP-MLL ML-HARAM ANN LSIM POL 

Birds 0.276±0.041(3) 0.207±0.022(4) 0.153±0.061(5) 0.281±0.070(2) 0.479±0.051(1) 

Enron 0.146±0.016(5) 0.416±0.024(4) 0.544±0.017(2) 0.548±0.013(1) 0.499±0.013(3) 

Emotions 0.336±0.109(4) 0.390±0.053(3) 0.333±0.054(5) 0.676±0.038(2) 0.680±0.056(1) 

Medical 0.056±0.016(3) 0.539±0.038(4) 0.093±0.075(5) 0.584±0.054(2) 0.725±0.045(1) 

Yeast 0.457±0.050(5) 0.610±0.013(4) 0.637±0.014(3) 0.639±0.013(2) 0.640±0.014(1) 

Scene 0.317±0.038(3) 0.331±0.222(2) 0.684±0.024(1) 0.298±0.219(5) 0.307±0.227(4) 

Cal500 0.300±0.021(4) 0.265±0.061(5) 0.309±0.015(3) 0.341±0.003(1) 0.339±0.017(2) 

Foodtruck 0.436±0.058(5) 0.490±0.043(2) 0.442±0.034(4) 0.491±0.028(1) 0.464±0.026(3) 

Avg.rank 4.00 3.50 3.50 2.00 2.00 
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Table 32 The performance of multi-label algorithm in terms of Hamming Loss ↓. 

Datasets BP-MLL ML-HARAM ANN LSIM POL 

Birds 0.049+0.005(3) 0.094+0.011(5) 0.089+0.014(4) 0.048+0.004(1) 0.049+0.003(2) 

Enron 0.463+0.038(5) 0.074+0.003(4) 0.047+0.002(1) 0.048+0.002(2) 0.058+0.001(3) 

Emotions 0.469+0.117(5) 0.403+0.036(4) 0.292+0.025(3) 0.195+0.021(1) 0.198+0.026(2) 

Medical 0.497+0.038(5) 0.029+0.003(4) 0.027+0.002(3) 0.017+0.001(2) 0.014+0.002(1) 

Yeast 0.418+0.043(5) 0.234+0.007(4) 0.198+0.007(2) 0.196+0.005(1) 0.209+0.008(3) 

Scene 0.416+0.134(5) 0.286+0.105(4) 0.100+0.007(1) 0.207+0.066(2) 0.238+0.079(3) 

Cal500 0.460+0.033(5) 0.180+0.009(3) 0.140+0.002(1) 0.141+0.002(2) 0.197+0.004(4) 

Foodtruck 0.333+0.092(5) 0.156+0.012(3) 0.173+0.015(4) 0.154+0.009(1) 0.155+0.010(2) 

Avg.rank 4.75 3.88 2.38 1.50 2.50 

 

 Tables 23 - 32 show the results of the experiment on the eight datasets with 

different methods. Each of the tables represents a different evaluation technique used 

in this study.  For each table, the classification ranks are demonstrated. The smaller 

rank the better the technique.  It can be observed that the proposed method provides 

promising results, resulting in low ranks for almost all the metrics. Considering Macro 

Recall, the proposed technique outputs marginally poor results compared to the BP-

MLL.  

 To visualize the training behavior of the network,  the graphical representation 

of the loss values and the validation are illustrated in  Figure 18. 
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(a) Birds (b) Enron 

  
(c) Emotions (d) Medical 

  

(e) Yeast (f) Scene 

  
(g) Cal500 (h) Foodtruck 

 

Figure 18 Illustration of the visualization of the loss function of the datasets. 
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(a) Precision (b) Recall 

  
(c) F1 (d) Macro precision 

  
(e) Macro recall (f) Macro F1 

  

(g) Micro precision (h) Micro recall 

  
(i) Micro F1 (j) Hamming Loss 

 

Figure 19 Comparison of proposed against other methods using Bonferroni-Dunn 

statistic (CD=1.974, α = 0.05 )  

 

 Finally, we are interested in investigating the comparative significance of the 

MCL and the proposed technique in the experiments. Therefore, the Bonferroni-Dunn 

test (Demšar, 2006) is employed to serve the above purpose by treating it as the 

control method. Here, the difference between the average ranks of the proposed and 

one comparing algorithm is compared with the following Critical Difference (CD): 

 

CD =  𝑞∝ √
k(k+1)

6N
     (26) 
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 For Bonferroni-Dunn set  𝑞∝ = 2.498 (Demšar, 2006) at significance level  
𝛼 = 0.05  and thus CD = 1.974 (𝑘 = 5, 𝑁=8). Accordingly, the performance between 

the proposed and one comparing method is deemed to be significantly different if 

their average ranks overall datasets differ by at least one CD. 

 Figure 19. shows the critical distance diagrams for each evaluation metric. The 

top line in the diagram is the axis along which the average rank of each multi-label 

classifier is plotted, from the lowest ranks (best performance) on the left to the highest 

ranks (worst performance) on the right. In each sub-figure, groups of algorithms that 

are not statistically different (their average rank is within one CD) from one another 

are connected. 

 

4.5 Discussion 

 The objective of this work is to perform classification on multi-label data 

efficiently. We investigated the Neural Network-based architecture to perform the 

tasks. Soft-loss was introduced to assist the training to obtain a generalized model. 

This Soft-loss essentially interpolates the optimal network parameters (𝑤) to converge 

toward label patterns exhibited in the dataset. The previous section demonstrates the 

results obtained from the experiments. We conducted the experiments using different 

ANN-based techniques, including the proposed methods. In addition, different data 

topologies were exploited to examine the methods' robustness. 

 BP-MLL demonstrates the promises in classifying the data. The technique 

does not provide promising results compared to ANN, ML-HARAM, and the 

proposed method. One of the key inspections is that BP-MLL essentially works well 

with the dataset that contains a high density of labels. The density of active labels in 

the multi-label configuration can help the model extract the embedded relationships of 

the label with respect to the given features. However, BP-MLL produces poor results 

on a general dataset with a different data topology. This can be noted that the 

technique may not be applicable to apply to the data with label sparsity. 

 The proposed method gives promising results from experiments compared to 

ANN and ML-HARAM. Compared to the BP-MLL method, it produced good results 

only with high-density labeled datasets. The proposed method produces excellent 
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results with distributed-labeled datasets. We can observe that our proposed method is 

significantly superior to the benchmark technique. The majority rank of the proposed 

technique with respect to different matrices is higher than the state-of-the-art method 

(>1.974). 

 

4.6 Conclusion 

           This work presents a technique for classifying multi-label data instances. The 

work investigates ANN techniques to perform the classification. In general, feed-

forward networks are applicable for classification problems. During a training 

process, the networks optimize the loss concerning the relation between predicted 

outcomes and the actual values. The work examines an alternative loss function 

approach used during training processes. In this work, the patterns of the multi-label 

class are explored. These patterns can essentially be used to construct a trained 

network that encourages the training to converge toward the existing patterns in the 

train data. Therefore, a weighted loss is proposed in this work. The loss is 

decomposed by two loss terms, i.e., (i) cross-entropy loss and (ii) pattern loss. 

          In the experimental results, the proposed method gave good results compared to 

the three methods, and the problem of sparse labeled datasets was solved with this 

approach. As a result, the results cover problems of high-density labeled datasets and  
sparse labeled datasets.



 

 

 
 

 
  

Chapter 5 

 

Discussion 

 

 This thesis aims to present a method for improving the efficiency of multi-

label classification (MLC) using the label correlation method based on the artificial 

neural network approach. The experiments were divided according to the research 

questions, which were set into three tasks. Firstly, the task was to compare the 

efficacy of the state-of-the-art MLC method with the chronic non-communicable 

disease dataset collected from Suthavej Hospital. The task was to examine the 

performance of different classification methods with respect to the specific data. 

Secondly, this thesis proposed and demonstrated a method to improve the efficiency 

of MLC essentially. The reconstruction feature method applying an AutoEncoder was 

introduced. The AutoEncoder encoded the relationship between data features and 

their labels.  This resulted in a new features subset with smaller feature dimensions 

(compact features). Then, the generated features were used with several MLC 

approaches. Moreover, the work measured the efficiency of classification between 

native features with the proposed feature. Finally, this work introduced a method to 

improve the efficiency of MLC by investigating the pattern of class labels in the data 

applied with artificial neural network approaches. The work integrated the pattern 

information through the loss function in the model during the training process. The 

proposed method presented in this thesis can improve the performance of the 

classification. 

 This chapter will summarize and describe the findings from the proposed 

method. Then, the discussion of the results to answer the research questions in the 

description in the next section. 
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5.1. Answers to the Research Questions 

 In this section, the findings of the research findings will be discussed 

according to the research questions that have been laid out in Chapter 1. 

 RQ1: The MLC methods have been proposed to solve the problem of 

classifying more than one class, also known as multi-label, for more efficient 

classification. The initial or traditional method is presented in several groups as AM, 

PTM, and EM. These methods are referenced and are the base for developing new 

methods as BR, CC, LP, and ML-KNN. They provide excellent performance in multi-

label classification. Therefore, this research is interested in applying the popular 

traditional method of MLC. It uses the Non-Communicable Disease (NCDs) 

diagnosis dataset to experiment and collect data from Suthavej Hospital. It is 

information on patients with chronic non-communicable diseases. For example, 

patients with diabetes often have hypertension. From the information, the patient data 

had more than one concomitant diagnosis. The MLC approach is needed to classify 

multiple diseases together for the above problem. The dataset is introduced into the 

MLC process using the defined methods. The results were compared to measure the 

efficiency of the classification of each method. Furthermore, the conclusion is which 

method can most accurately classify data for diagnosing chronic non-communicable 

diseases. 

 This research collected NCDs patient data from the hospital, which was used 

in the experiments. The data preparation process was carried out to obtain a dataset 

with multiple diseases concomitantly. Then, it focused on four diseases, namely 

diabetes, hypertension,  cardiovascular, and stroke. The experiments were conducted 

with the NCDs dataset, then the performance of the results obtained from the MLC 

techniques was compared. The results and benchmarks showed that the RAkEL 

(Tsoumakas & Vlahavas, 2007b) method provided the highest accuracy compared 

with BR (Tsoumakas & Katakis, 2007b), CC (Read et al., 2011b), and ML-KNN (M. 

L. Zhang & Zhou, 2007) methods. The RAkEL method is considered to be a method 

applying an ensemble-based mechanism. The technique builds a random subset of the 

original labels to learn a single-label classifier (binary) to predict each element in the 

powerset of the subset. Therefore, ensemble-based classification methods can classify 

NCDs data better than other methods. 
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 RQ2: The MLC performance improvements used features jointly with labels 

are well-known and allow for higher classification efficiency  (Fan et al., 2021; J. Li 

et al., 2022; Nazmi et al., 2021). This work proposes a method for reconstructing 

features from learning the relationship between features and labels because features 

are an essential factor in classifying data in which labels use the AutoEncoder 

algorithm to learn to correlate features with labels. It will get a new feature that has 

changed the dimensions of the data may be increased or reduced. Nevertheless, the 

relationship of the feature data is more indicative of the label. This method permits 

the MLC algorithm to classify more accurately. 
 This research proposed a technique to improve the performance of MLC 

performance with a feature reconstruction method. The proposed feature 

reconstruction applied the AutoEncoder technique that intentionally encodes the input 

data instance to generate a compact feature representation of them. This work 

implemented two of the construction procedures. AutoEncoder alone (EN) was built 

to encode the feature subsets of the data instances. AutoEncoder with Target class 

(TEN) was constructed to derive a compact set of the data instances and maintain the 

contextual insights of the dataset, conveying the class-label representation to evaluate 

the performance of the proposed method 8-standard datasets were collected, derived 

from different domains, and different data settings. The experiments were conducted 

by applying six classifiers based on three different MLC techniques (i.e., PTM, AM, 

and EM). The experiments were separated into two folds. The first experiment 

explored the effectiveness of the TEN and EN in the feature reconstruction process. In 

comparison, the second experiment was objected to measuring the proposed 

technique’s performance (TEN) compared with the original data feature used in MLC. 

The experimental results deliberately delineate the performance of the proposed 

technique. For all data sets, TEN essentially provides promising results, which is 

better than EN. The TEN works well with the Yeast (André Elisseeff, 2001) and 

Emotion (Trohidis et al., 2008) datasets, giving better results for all the MLC 

algorithms and the measurement metrics. The Yeast and Emotion are the only two 

datasets with high density (Tsoumakas, Spyromitros-Xioufis, et al., 2011). The 

density of the dataset in MLC indicates the well-presentation of the class labels. 

Therefore, TEN trends work well with the high-density dataset (well-presented data) 
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for MLC problems. In addition, the results obtained from the second experiment on 

the Yeast dataset show that the reconstruction technique is superior to the native data 

features (without feature transformation processes). In general, feature reconstruction 

can produce different sizes of compact features. Therefore, this work varied the sizes 

of the reconstructed features to observe the sensitivity of the technique. The results 

indicate that TEN gives better results than the native features for all MLC 

problems and measurement metrics. 

 RQ3: One of the possible solutions for performing the MLC task is to 

investigate the patterns of class labels in the dataset. The classification can be carried 

out in multi-class classification family schemes. Power subset is a general technique 

that converts MLC to multi-class problems. Based on the same principles, this 

research question will investigate the drive into using the pattern of a label (or data 

classes) in the data to assist the classification. The patterns of labels are used in 

training a model to obtain a generalized model for MLC. 

 One of the objectives of this work is to improve the performance of 

the classification of multi-label data. Therefore, this research investigated the Neural 

Network-based architecture to perform the tasks and answer the RQ3. Soft-loss was 

introduced to assist the training to obtain a generalized model. This Soft-loss 

essentially interpolates the optimal network parameters to converge toward label 

patterns exhibited in the dataset. This work conducted the experiments using different 

Artificial Neural Network (ANN) techniques. In addition, different data topologies 

were exploited to examine the robustness of the methods. The BP-MLL method (M. 

L. Zhang & Zhou, 2006) demonstrates the promises in classifying the data. The 

technique does not provide promising results compared to ANN, ML-HARAM, and 

the proposed method. One of the key inspections is that BP-MLL essentially works 

well with the dataset that contains a high density of labels. The density of active labels 

in the multi-label configuration can help the model extract the embedded relationships 

of the label with respect to the given features. However, BP-MLL produces poor 

results on a general dataset with a different data topology. This can be noted that the 

technique may not be applicable to apply to the data with label sparsity. In the 

experimental results, the proposed method gave good results compared to the three 

methods, and the problem of sparse labeled datasets was solved with this approach. 
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As a result, the results cover problems of high-density labeled datasets and sparse 

labeled datasets. 

 

5.2. Future Work 

 This research concentrates on improving the efficiency of multi-label 

classification. The work developed two approaches for improving classification 

efficiency. First, feature engineering reconstructed features were introduced to capture 

the correlation between features and their labels, resulting in higher classification 

accuracy and rankings. Secondly, the work examined the feature correlation patterns 

with multiple label datasets resulting in a label correlation pattern. A model was 

introduced into the learning process with a customized loss function (in Artificial 

Neural Networks) that enforced the loss to consider the patterns of labels in the data. 

In future works, this research will focus on analyzing feature correlation with labels of 

multiple label datasets. Then, it will investigate appropriate techniques that 

incorporate the information of the label patterns for multi-label classification. There 

are a number of good algorithms that can be applied in the future. For example, 

popular deep learning algorithms like Convolutional Neural Network (CNN) 

algorithm works well with the image dataset (Anh et al., 2022; Bi et al., 2020; 

Noppitak & Surinta, 2021; Ou et al., 2022), and the Recurrent Neural Network (RNN) 

algorithm works well with time-series datasets (Wang et al., 2022; Zhao et al., 2018) . 

These algorithms can highly provide accurate classification. It may be applied to 

multi-label classification. Additionally, the researcher is interested in a multi-label 

dataset that is a real-world problem to propose a solution to the problem of MLC to  

solve problems in real-world applications.
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