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ABSTRACT

Depression disorder is a mental illness caused by unbalanced levels of
brain chemicals, which affect emotions, thinking, and feelings. Depressive patients
exhibit different symptoms depending on the severity. It can range from self-harm to
suicide. Especially, younger patients and working-age patients are more at risk of
committing suicide. Early identification of depression disorder is needed so that
appropriate preventative and curative care can be implemented and provided in
time. Many studies have used social media post data to find indications and
interpretations of the emotions, feelings, and thoughts of each social media user. To
improve the classification of depression, data mining techniques were widely
presented and most of them employed a single classifier. This research proposes two
weight adjustment methods for better fitting the weights to improve the weighted
voting ensemble of the data mining technique: 1) true positive weighted rate, and 2)
average probability weighted as detailed below: 1) Extract the features into opinion
features and image features by using binary term occurrence, 2) Select the optimal
number of features by using the information gain method. The test data is publicly
available on Twitter and Instagram. The datasets are multi-class and binary-class
data, 3) Compare and measure the effectiveness of the three classification models:
single classifier, unweighted voting ensemble, and weighted voting ensemble, and
the ensemble method is grouped into four groups: 3-Ensemble, 4-Ensemble, 5-
Ensemble, and 6-Ensemble classifier ensembles, and 4) Test the statistical

significance using a paired samples t-test to compare the differences of the



effectiveness of weighted voting ensemble and unweighted voting ensemble models.

The results indicate that the weighted voting ensemble with a better
fitting weight adjustment is more effective than the unweighted voting ensemble and
single classifier. The result shows a maximum accuracy of 66.67% and 87.23% , a
precision of 72.73% and 88.89%, recall of 80% and 92.57%, and F1 of 70.59% and
88.89% , consecutively. The weighted voting ensemble statistically performs better
than the unweighted voting ensemble at the significance level of 0.05 for both
normalcy and depression classes of data. The method can be further applied or
developed in the future with careful consideration of the ratio of datasets of both
classes in the training set. The number of datasets of the normalcy class is much less

than that of the depression class.

Keyword : Improving data mining, Classification, Probability-weighted, Depressive

disorder classification, Ensemble learning
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T5A%31m31 (Major depressive disorder: MDD) tfupin1sidutiennsindifuisaziia
p1sunidanadh viayj Sadliine Aunds Sndesdn aulifianuauladeRanssunieaniunisal
ﬁéfam%zg pU9leY 2 dUn9 (Negrao & Gold, 2007) mmfﬁﬂma'wf‘:l,ﬁ@mﬂmmlﬁama
yesansAeUsramanesfiinaienmAn AuiAn ensualuazwaAngsy dawasinlvidanioy
yosdlsadaadi Insanunsnfintuldlunmeynfomiloutulsamaneduiily dadeiitiuasie
madsadulsannzdnad liun mnueien msgndseusaios anmmadalafiiinainnis
A3 nwdganiunisaiianiie woiinssuuasdnwueddonny sy enisuazanny
sunssvesielsaguaslulsasUssianidnuaeianizdd 1y nsunanugilanues n1s
yaeuadlalufanssuiivinliigula en1sdeumdsliBeauss emmstaaidiessenielaglidl
41696 WeUNAULIN UounauINAUlY 9N svasinvIeine N sUsEa VAR kundeen
ndean Liflauns e19feusafiainiedaies n1sAngndinie (Mousavian et al., 2018;
Ramanyj et al., 2019) asAn1sousalan (World health organization: WHO) wuinlud
2564 fUqelsnTuiaingnd 280 auau (WHO, 2021) Uizmﬂﬁﬁﬁﬂmurggﬂwiiﬁ%um%ﬁmr]
fign loun guasu (6.3%) ansgodna (5.9%) walaily (5.9%) eealaside (5.9%) uaz
U134 (5.8%) m1ua19u (Depression Rates by Country 2021, 2021) Tsa@uieisiduaime

dusivaavasn1saing tnslamediielsnguasniosunasglvaaziinnudsadedinain

N YW

A152HIRN8MIaE 91N INAUANMURAUNANI9DISUAITLINDULAATY ANFDRLLLFINNGTI

4
700,000 Ay siell nguATdaTINITEFInBgeenysENIng 15-29 U wazdlfihelsadauaiidn
Sruanannfiaumaaluniseisanie (WHO, 2021)

mMaseReTuNansenunledeaiiiie (Lin et al, 2016) WUIAUDIETENING 19-32 U
fifinsldnuledeaiifiovesy weusumuing ﬁiamaﬁmmﬂmﬁmmw%uLﬁ%ﬁqqmﬂ
amwiilndoaiifefinnanfeniutunmeduaiinszinlavesyuiiinauseulmlfie
Selsiiuviesulnadveseudu iesnnnmaiiunuduiianugueravinliiinanudaa e
teuitlaslaavanusrozq oremuinistmuainasinsianuauvesrue A ule
dunnleToaiifelaeliii uaglud 2565 nuiiidadgldnudeludeaiiieinlan 465
Sutiyd (Simon, 2022) sUuuuteyailtluledeaiiie léun donrm amis amiedeulm
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FEAUAMNTULSY tazdug Tun1sduunansduadinanil Fsdndudesdiddunyszan

aa d' o 9] A o A o a v )
LLﬁS'JﬁﬂfﬁﬂL‘WllqgﬁNﬂUﬁﬂm@Namuquqﬂﬂﬁ@ULW@u’]vLﬂLLmsUﬂﬁyﬁﬁ']VlQﬂ@aﬂ FIUVINVUNBUNT

Y

'
] a o

wisndoyateindudunouiiddyiivinliussansamuuusaeauiutuld Snisussgndld
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15ATuLAS1 (Mousavian et al., 2018; Doenribram et al., 2019; N. Zhang et al., 2019; W.
Zhang et al., 2020) "3’%m5€1’®Lﬁaﬂﬂmé’ﬂwmzmdﬂﬁ%mﬁiuﬂﬁamﬁﬁ%’mﬂa aAnLIAINIS
Uszanana Deifiudszdnsaiw uazauideduijutunisuiuugnssuiunimsiaion
foyarfiothoulsyAnsnimnisyinuveslunaliibedu 1wy nsvaRaund (Kuo et al,,
2018) M33¥YAIY8IAATATAN (Nuankaew & Thongkam, 2020) nsU3uaalaiaunals

¥

vaya (Sawangarreerak & Thanathamathee, 2020)

IAsazuumdset1auin (Voting ensemble method) Wuisnisuilenduseansaimn

ad = Y @ a . [ o P o v
Y9935N1938usuILTa (Ensemble leaming) Waunuuudaeuiiediundeyalusiuuy
sl muaaimin (Unweighted) wagddnisiuuaaiinin (Weighted voting) 19
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aal aM 1o S RS N a a v ) ° i
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v o s 1
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FetuneuiBiasiTaunnis (Evolutionary algorithm) dusugadoyaionaisesulatl (Text
documents online) (Onan et al., 2016) NSLUTEANE NS 098838 vuAAn
dmfnanndAranuuiavifunisiinratadineudmiuisnisswunussnm (Rojarath &
Songpan, 2021) WUUSIaBIN1sHIUIERIEE NS AMURAtITndmSudTade Taulsa
(Osamor & Okezie, 2021) WUUSIABINSHILIBFIEIEASAMUARIMTNEmSUITade
Tsaumuszezisudy (Sannasi Chakravarthy & Rajaguru, 2022)

AT liiTeldUsuUsIBnsmanensallsafuailutegu neBnsdusndadio
Usuamiminfnzandiediussdndamnisiune §ideldiisuunussnnildsy
AnulndunsuunassuuTanslunuite S 7 mauuntssian aun 1) wdniug
(Naive bayes: NB) 2) §nweosaantaosuauvdu (Support vector machines: SVM) 3) il
findula (Decision tree: DT) 4) %umau‘i%mnﬁauﬁmiﬂéjﬁqm (K-nearest neighbors: KNN)
5) usunouWBLIEs (Random forest: RF) 6) ﬂiﬁLasJuUu‘Vl?Twﬁ (Gradient boosting tree: GBT)
uag 7) fuuuidaduiioitily (Generalized linear model: GLMs) fasuunussinmisaniign
thunadrauvusasafiolitmuasnimtnnsyueraiadineu wagismsAndensiuiy
AudNYETmINzaNfI83ENT Information gain (IG) tisand uiuauanNwMY anIa1nTs
Usgananaudldnadnéfisiszansam ddddeyanisuansmnudndivainnisldauledea
fiiite (Social media) newSeuiiou Uszansnmsewinawuusiaeadiadiagie 1) frsuun
USEAANLUULAET (Single classifier) 2) Bnsduwudawuulifvuadiindn uay 3)
FBnsueadasuuimuadimin Wodusumnislunsidedelsadued lud oy

ietasiunisendinig andiuiugthe wazn1seununMinysiely

1.2 A1014N1539Y
a @ & 1 = a A 4 Y @ = L3 =< a

nsuanspNARuNINadiulelaiiivieazeuliiiuisensualuazauiindnves
Aldueanuwiy 1oAu Al amiedioulnd uardus HeanednyuENITLARIAIY
Aniuvawarldauliauwanaeiy vIsgldnureuLanInLAnIunEasE UL TNl
medonny wituugldnuveuldnmaeasuieldnudunuanuidan msdiamedeaiy

a =3 a ¢ 1 I~ 1 o v a ¢

LAAIANUAALIUNNTIATIEATgIRg1Atealdaseuagulun1sindeyaluitasgiiive
Fuunlsaduai duufianuduldldnielifiazdideninu deauainaim wazaim
AATMiNeTMUNLSATUAS e IBN1TNTTWEToITaUa WAlDI8YaAINNITHANIATINL
Anviiuaninaduledeaiiiedudeyailddlasadieusslen (Unstructured data) w3e

I a = ' I v ! v o ¢
Junwisssued felianunsassylassaieiudueuld wazervligndssnunanlieinsel



1% =

9940191 lunuiddeildldyadoyaniain Doenribram et al. (2019) Fudugadoyad

9 Y

Usznoulumedeanuanuasuiniiigidesivoinisvedsafuasuazinudoyatoyasin
AN AB TOAUINAIN LazdVININ WILLAL WeLiNAMENYMENo1liNasaN1TTMUNLIA

= % a o A o8 va av vy o &
YULAIN Im&lLﬂ@ﬂqﬂquLW@W{LWLﬂﬂﬂqiﬁf\]ﬂ 2 U9 AU

(% '
1 o Y

A01UNTITEN 1 nsUFuuTsandminimungaukazUiuusaisnsivilesdeyalag

9
FFn1sduNLda 91NA10IUN1TIT8N 1: 1119991NN15NAABIYBT Doenribram et al. (2019)
WedILUNINISlIATNLAS1 NN AN TTUNISINEATaAUUY Twitter Taelgignasuuulyl
AvuaAvinieYuIgAInauaayng wudl nsiweiaiinnisannsliasuulnng

'
a A

NANAIALLDI9INAINBUNUTLLANDOULD LANIIUIUNTUINAINIILANAR UL NRANE A

saumniinsinueAdmtnlid1neuneugnABINNIAIme UNRA Men1UTUUTeen

(%
o Y

Umiinleanadinevananinasduresnainaaiadinoy azaeiiinlseansannns
Nuunlsaduasilavsely

AMammAiden 2: mstaussansamnisduunlsafuaiisenudnyurteyaaina
Anvusuiugadnuarnm andanunsiden 2: mndeyanisinadifieuaninudaiiy
yosgldruuuludoaiifeinansdnuny Wy deanu demnuainam amils awadeulm
Hudu Snvazdoyamaiivsvendeninuddn orsual nsdidaudan a vandu q
(Choudhury et al., 2016; Wendlandt et al., 2017) 1'7iQisngulé’uamaaﬂmiué’ﬂwmz
uansnafuly Feuregldausinazuansanuanudniududnvazdeniu vagldnuea
LandAuAnANiEnHudeANINAMTIInALBY Usldsuetanannudn
AMNFANRILATNANS 9 Tle199zanunsausIenevietsueanisamiFnlduinnindeniny
Frfunsfiunadnuardoyanam Useneulude donnulunin uazam ffldeinad

a

dulgdeaiiineasglnisduunlsaduasiluiojunseunguuasivse@nsninunnniinig

a

neaeunIzgrdemNInnIstwasdiviniu Inenaaeufuuudaesitldann Aanunsise
1 agldUszansaminvseliilleriutouanndnuuzuuudutluluiuudiass
AMamnsIded 3: mifadonianizdeninuuniaseilsnduaii Inedanisinad
Useanmdug wu 1w enaviiiiernisvedlsaiumdvinmeluanszeznaiildfvunliny
umsguvesdilensitaduuazaiidmiuauinunnisinatud 5 vesanALdnnveans
an3golu3ni (American Psychiatric Assodiation, 2013) Faagviliinisuseifiunanisidulse

FurAsimnuRanatn Il



1.3 AYUMNEVBINITIVY

131 Wenauinszuiumsusuusrisnismsnensallsaduiasiluiegunieisns
< a [ 3 o A
wuiida TngnsuSulseddmdnivanzay

1.3.2  Wiedauszansamnsduunlsadumiienadnuuzdayaananufniu

JAUANANYULATN

1.4 Y2ULUANTTINY
av A : 9 ax = v o 1Mo
n9Ideses “nsusulsaisnismsnensallsaduesiluesw” lanvuavesunuainis
Wenulangide fall
1.4.1 yadayadmsunaaeunsuTul A dmtnivunzauuasUTul 193 smiles
% aal < a ° Av A a 9 Y A g v .
ToyalaeIsn1sdueiida Tudn1un153den 1 denldyadeyaniludeniny a1n Twitter
wuseanilu 2 gadaya 91n9u3deves Doenribram et al. (2019)
1) yateyadmiuiseusiuudIas (Training set) LiiodLUNDINTLIATULAT
2 v Ay v 2 o v =
Judayanlaiusiusiudendy MNEBung1uIL 10 Usenneinis Usenausme 81n1si
WAetesiulsaduasi 9 a1nisveddsaduad waz 1 91n1silueinisuaralnd $1uau
30,000 T8AIY
2) adeyadmsunismageunuudias (Test set) uTIusamdanudoni
a & o 1 [ ! P oA = Y1 =2 o o
a1 MJun131 919U 30 au wiseendu 2 nqu Aie nauivils fuhelsaduash 91w
15 AU waznguiass yaaailiidulsa@uwemdn $auau 15 au 3ududeyainiianiusuuy
@167156048 31U 56,933 YaAIu
1.4.2 gadeyadmiunaaeunisinuseaniainnisdnuunlsaduiaiinienuanyue
JoyarnANuAniuTINiuAdnuaenn ludnun1s3den 2 uaz 3 denldyndeyaiiu
AN TOAUIINAIN kaEARALFVDININ 910 Twitter Uaz Instagram kU@aN 2 YA
RHG
Y

v )

1) gadeyadmiuiseusuuudiasd (Training set) tiladnuunlsaduiad Ju

9 Y

v 1

ﬁﬁauuaﬁlé’t,ﬁuswsamammmﬂmw LazANaAsEU0IAIN INLETUTNSIUIL 10 Uszan
91113 Usznausie annsiieatestulsadued 9 e1nsvedlsaduad waz 1 annsidu
91N15U8YARAUNADIN Twitter kA Instagram AW 9913 5,300 NN

2) yateyadmiunsmadeuluunaes (Test set) liusiusmdeninudaniny
NN waglnudain ngldan Twitter ﬁLﬁumﬂiﬂLLazﬁﬁﬁﬁ%aL?ﬁaa U 47 AU LU

sandu 2 ngu e nquitnils fUrelsaduadn 9w 27 au uaznguiiass yanadiliidulse



Fua$1 911 20 Au Yszneauldmenin 399U 30,341 A1 YoAd1u 31U 31,916
TGRRH
143 AeUINnsUSuUTIsnIsnswensallsaduailudesu

1) n1sUfuUgsanthainfunzauuasusulseitnismiiesdeya Tnsitnng
Buwainda drduundszianilddmivaiianisiSeuduuusians (Training model)
Usgnaude widwiud duneuiinmsiileutwlndiian uazusuneueisas dWelvianiuin
wAfITLuNUsTMvesisnsoueida Mmedsn1sdnsinisviuiegnuesrananneu (True
positive weighted ensemble: TPW) wazAnadsaiuuiazidureinisiinaaiasineu
(Average probability weighted ensemble: APW) Lﬁ@ﬂ%’UUﬁUizﬁV]ﬁﬂ’lWm'iwsl’miaﬂ'iﬂ
Fuailuiogu

2) myiaUsgansannsduunlsaduiesluiesumenudnyurUalaINAI

'
= v o

AnLiuTiuiuaudnsuzAIN 99nA101UN153987 1: frduundszanilddmiuasienis
SeuFiuudnass Usenaume taun widnug dunesannwesiuriu duliideduls tuneu

TBnsiiteuthulndiign nsufeuynims wagdwuuladutemly

1.5 Uszlewunaininazlasu

19NIEUIUNITNTUTLANTAINEINSTUNITIMUNTSATULAS1AINAUAAIULAE NN



UNN 2

L%

N EfuazUILNNLITD

N153981309 “MIuTulsasmamanensallsaduasiluiosu” §ideladiunisfinw
leNashnAnLAENuRNNeIeiulsATLAT NszUIUMSTImdasteya fduunUsznm

Ny I5n15UselulEavEnMvesuuIIaes uag Paired-sample t-test ¢1ail

2.1 ngufjiiiados
2.1.1 Tsp@uas

Tsadanad Wulsamadanmussinymisiiamsaiatuldfunnaunnineaynie
fUneazlinnzfidnlanansisnnuiiauniniseorsualduauidundn liud WWomine 1
yaiunLes ny Viouiine ausdu vuenta Ianfna Fnteuedlifiduazuesuidiuay
dwalun1sld¥inussirTuegeeindiuin winlulasunisinw e1aviienuies 130919
Seussauiinisaudindenissnfinie amnvesniaiialsaduaiufalitedadenisly
s9Nekazn1guensenie wiseanlu 3 Jade leun Jadesudainen (Biological factors)
Uadun13a1uanIne (Psychological factors) wagtladuni1sdsan (Social factors) 91019
seninalsaduaiiiuaiunseasieiunsiauian lneanueasendzionsieanisiny
sumeoonunliruseuirafiufisnuiauni auannsadunels wavdnszozniaameuas
InlaazusvannalinduunsiGemnuunild uauitinnudssiiasdulsaduiaiazfdnggn
puateEsTULS AnidunueleniiseSinudmansenurosruuauauazsilid1an e

An01n15591 Mln1sAu nisusuaUnfauanatulgainudasuieszuusienie

= a

(ThaiHealth watch 2020, 2020) e nsauasuAndudunaiuu o Inglifienn1snaza
o199y ie1n158U Muwn Wy veulivdu Weewns dmiinan Janliseniidiney
Jusu Tnednvauzeinislsadueduuseandu 4 nau laun 1) 91n15vnsersual (Affective

symptoms) 2) 81N15N9NTEUIUNITAA (Cognitive symptoms) 3) 81n15119018 (Somatic

i
a o

symptoms) kag 4) 8113A1UNGANTIY (Behavior symptoms) FafU78919311981n1391

waRIDaNBL1TAILLA bl v lEn1T I TadelseRuAs s wdundesldnaeiiiedielu

i v v

nsannsasnmedulsaduasaznisuensesundulsaguiasn delun1sidadelsa

Y Y

4

Fuasrauaudawnngasiulaiuandninasilunisitadelsagnilulsaduaiassed

| v = o= )~ a 1w I i Y] ¢ a a
271A199819UBY 5 81N1TKRTRUINNIN GZN"U%N@Wﬂqimﬂm@ﬂuuquqﬁmqﬂ?q 2 @ A 1) U



osualfuai 2) avwaulavieanuaynauulunsmirdansiagvianasedieuin 3)
hwiinanasedtednia 4) fornsuedldnduvenduuunduvesninuni 5) nisiadoulm
f1as 6) soumddlifiseauss 7) fAndmuesliavdeianiinueiinlaglsifiame 8) auns
Surtorruanansalusinduleanas 9) fmnudnesnnsndame Tnedmualilugiientsited
wazadfdmiuauRaUninisdnatud 5 (The 5% Diagnostic and statistical manual of
mental disorders : DSM-5) ¥84a11ANIALIYAAATANTFOLUTN (American Psychiatric
Association, 2013) Feviidunuvasuamily famsned 1

o

m159991 1 pllan193TadeuazadAFIMSURIUAAUNANNTHIRUYT 5 YesauInuTNITmIans

anigelsng
No Symptoms None Someday | Frequently | Everyday

1 | 91sunlguasn 0 1 2 3
2 | mwaulaanas 0 1 2

3 | dhwednfinund 0 1 2 3
4 | NMTUBUNAUNR 0 1 2 3
5 | ansdy 0 1 2 3
6 | 3anlsen 0 1 2 3
7 | TN UDRUNGY 0 1 2 3
8 | nszaunszne vie Weeth 0 1 2 3
9 | NMIRBINEFIRIY 0 1 2 3

sva o A

NA5197 1 Tlumsiieseignviuuuaeunuilennislussesian 2 dUanv i
o d' d‘ = = 1 Y

NIFNNUAAZLULAINAINDUIDINTT 1AB?) 1) Someday M8 H91n15luszning 2-4 u
AZLUULYNAY 1 AZLUY 2) Frequently #unefis 1910151use1i19 6-8 TU AZLUWLYNAU 2
AZLUU Way 3) Everyday nau1efie 1910151U5219719 10-14 JU AZLUUYIIAY 3 AzLUY
NUUUIAZLUUNT 9 910715 WIMIMATIMVOIAZL UL TUL VLU Szl ureIn1TIdadelsn
= i a 1 1 [y
FLA51 MnKaaskuul ey kuseanilu 4 seeu

[y

STAUN 1 AZLUUTIN Uo8AI1 7 AZUWUL BuNeDs Un@

N

A | ! = o = P
FEAUN 2 AZLLUUTIN @Qigu'ym 8-12 AZLUU AUYAY N@qﬂqiiiﬂﬁulﬂﬁquaﬂ
3

[y

JEAUN 3 AZRUUTIN BETENTIN 13-18 AzuuY vu1eDs Honslsaduiaiiuiu

AREN



[y

sedUTl 4 ArLULTIN 1NN 19 Azwuy naneds doanislsaduadifennis
JULS
2.1.2 nTgUIUNTYIUmilaadaya
nsviuvilestoya (Data mining) A NMTIATIENTRYA Lﬁamgmwu (Patterns)
v3eAudusiug (Relation) sewinsteyalugrudenavuinlug (Linoff & Berry, 2011) &

o

aonaAde3Ifyu Hand (2001) Mlaliauiiudl wilesloya As n15hasizidayadnuinuin

Y

14 o [

ilemenuduiusuaznsasunadeya dsanunsniilauazifulsylovisognsysinisd
ssudeya lulagdumiliesdeninu (Text mining) lasuaiullvuuazianyszendlyly
ﬁmmsﬁumsﬁaaﬁaﬂ'LLr;Jﬂ,usqﬂ%ammaﬁ’wmummma (Jimenez-Marquez et al., 2019) Tuii
nszUIUNTILUNtenL (Text classification) lown n1siiendeya nsiwsudesya n1sasne
wuUFaes uaznsUssidiuse oSuteTeanBen il

1) nsidendoua (Data selection) utunounsssyiReafuunasdoyaiiay
il nulunsimiiesdening ntuthunfinnsarideyaiiaeandesivuouiund
dioamntelal ruveuslonifiagldsuanmstaldng Wevhaumausunisduiunislu
Funousioly

2) nawisudeya (Data preprocessing) iutunountsvhieyalegluguiuy
fldannsmirluldaeuld Wesnndoyadalvaldligniniuludnvas funndeiu faduds
Fuduses minsosteya msuvasteyaniowdsusindeya ileliteyaogludnuuznio

sUsuuNeden s lulszatana waznistideyailignaesesnly Tunsirdeyaiegly

dl' o

sUnuUtoAIY (Text) Mrunanledoaiideiiodiuiuszutanadoniny (Text
preprocessing) fitunaulunisvhau o, 2019) fail

Funoudl 1 n13dngn (Tokenization) lutunounsinfudagfesnangiuy
Uszlon n1sauRIvgn (Remove stop words) IntiutnAmatuluadegsdi (Bag of
word: BOW) ltdmiumsiiuanuifiegluienans

Fupoudl 2 N13i9AAMEA (Stop word removal) Hutunouaudfiduides
oon 1AuA dassnum dumih Aden dynun Wewfinuszansamliuuudiassuazan
LaINITUIZIIANE

Fumouil 3 nsms g1 (Stemming) Hunisdnnguandnsindainamane
wilourulifetu eandiuud Vil unudnuazanas annatlunisUszananald

JuRpUN 4 Mstiimina (Weighting) (JutuneunsivmivtnAvesiaazm

o = 4 %’ % ! ad A v 901 v é{ (Y
Tugedn genslininagengdumuisnisildlunisiidmidn lneasiiusgiulssinnves

Y
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lenasiu n1safnAudnumy (Feature extraction) Ludunaunisutastoyanianisi
andnvaziielvldandnvuiaunsaduiumuiossihluldauld Tagasdinisunuenly
EULL‘U‘UL’JﬂLG}@% 1181935015 WU Binary term occurrences, Term frequencies, Term
occurrences ka8 g Term frequency-inverse document frequency (TF-IDF) (Kompan &
Bielikova, 2011) Tuaddeildisnns Binary term occurrences %38 Boolean weighting

Judsnisunuemietunseoliiintulugad snnudilugerazunuanviaiu 1 usmnly

1
I o W

wuviseliiAmtulugerazunueaiiu 0 (Atorn, 2006) fAaunis (1)

L for term present in document

0, (1)

Binary term = {
otherwise

=

Junaudl 5 n1sndonAnanuay (Features selection) Wudumounisidens
funnisiluasiawuudaes FeansAndenandnuuzdisliaiuisaaniailunisasng
LuUTaemaraNsaLiNAIANgNABla

3) M3as1awuUTEes (Modeling) M3t dayafiniunszuIuNITNISINTENToYa

[

wasuuuaediiefternnuidfyesninandeya lagaznisiaenisnisiimangauiu
Toya

4) n1sUseLiuNa (Evaluation) 189910 ALUUINAIAD ABYIINTSUSELIUNE

(% s

ansiladuuuitaesiuiaugniesiuguntesiiisdda lnen1smaasawazyseiliung

a Y =

ansadluussnanatudeyassenilegitaiSsuiiurareinsiiasenitgnasiiieds
gousuiunanlausely
2.1.3 NufneIteaiunsAndenAuan Yy

) v A o a vady v A s = A
@maﬂ@mgﬂl@y’a Q] aﬂ‘@ﬁu%%ﬁ@@maNUfﬂmisﬂLW@iSu@QﬂU?Zﬂ@U INY[TLYNNIU

4 IS

luyatdeya lngandnvuzdeyannazioininugndesiaziyeiald Lﬁmaww%’a;ﬂaﬁ

Y 9

U

9
Inusiedld uazinnuasudau auysal mndnsuaudnvagivniuaudluasyiili

= %

dudemsneinslunisdaiiu nardszutana srunsnisiiteyaluldeueiavinli
Usgavannanaale

nsfAmdenAmansue (Feature selection) lunssuiunisanauiadoyadie

(% '
v v o w ¥ a

n1svildeyanuiiruinanadlavgaidednuuzdidyvesteyatiasiian Wewindaya

Y v Y
wingAle1adiaudAy kvt Awuisnisnisidenaudnuvasdeyanfeyinlvaiunse
o A

donaudnvuzdeyaiiinnudidy wazarusaldiluimunuresoyadiulvg uazvilild

Y

a

Us¥anSAmNA (Dash & Liu, 1997) TnqusvasAanisAniienamuanuuzdayaliosuuse
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Uszansnm waziiowseudayaiiuszananaldsinds uszdnsamingy lauusesndu
335 AD N1SLADNAMANYUERUUAIUTIN NITHBNAMANYMULLUUNTEI LagN15La0N

[

Qmaﬂwmum‘uﬁﬁ\i@h (Jovi¢ et al,, 2015; Zhao et al., 2010; Zheng & Casari, 2018)
Teanden fail

1) nsidenAudnEaLuUAIUTIN (Wrapper method) 1UuWin1segnsiteende
Bnsduundsznnlunisinanudfyvesndesvesiiuls Inadenwngesiifinay
windlunsiuunUssinndeyaguieldanuutiuglunsiuundssndeyailelfiondes
tu Hudedfnanuddyreaendos Fusalmidlinadnsiudugruniigaazgnidonld
Brsdadenandnunzilinnuudusigusionngldinanu dufudamnyaufiagille
muﬁu%;ﬂammmﬁﬂLLazsummﬂaN (Dash & Liu, 1997) iy Forward selection, Backward
elimination wag Evolutionary selection Hudu

2) msidenAudnYMLLUUNTN (Filter method) WuASmsdnidenaadnuazd
vhaildsnds fedenisinn lngazdinnudnuasilifeadedunssuunussandeg
auauiiludowiuosdoya 143815 inAzuuunaznisiniioadfunuaziuy naden
ANANYAZUUUNTOA N0 LEHAATUNITUTEUAIMIENINT TATEEENN WINTIAETAUNA
11953nAulaldudase wu Correlation based feature selection, Information gain, Gain
ratio waz Chi-square (Remeseiro & Bolon-Canedo, 2019) Wudu

3) N1sdonANENYUELUUTERIA (Embedded method) Wu3sn1sdmden

[

andnwazidudiunilslunssuiunssuundssian gresnuuvandieudladgrdeideves
Fuvuaus waruuunses ddddnanlunisussanatosnitisuuuaiusia tneassiunns
Fonaudnualidudunilwesnszuaumaniadous fimsfumeavesnadnuueiauuy
Global space waz Local space #1ln1sdumiiiuszansnamatu wilunisidenisn

[y

andnwazlifirnuBangunsizasiuegiuBnsnissuundeya (Zheng & Casari, 2018)
19U Least absolute shrinkage and selection operator (LASSO) wag Decision trees (Jovi¢
et al,, 2015) Wudu

nsdadenaudnvaruuunsesilinudonlunmniluldlunuids eswin
fneson1sinay 30132 Tnanlsiu Tanugndes Famnzauiuyadeyaiifinudnuas
$auaunnlun1ssuundonanu (Text classification) wazlumuidedlaldnsdmdon
Qmé’ﬂwmmwmsmﬁw%’%mi Information gain (Doenribram, 2019; Ong et al., 2015; Wu
& Xu, 2016) Lﬁuaﬁmiﬁ'ﬁmimmﬂﬁimmumﬁ]zLfJuﬁzJaaLLGiazﬂmé’ﬂwmzﬁLﬂulﬂlé’ué’ﬁmm

= A A Y} Ao o = v & 9 i
v0u0ulvsy (Entropy) Wiaidenaudnvusiiddylunisssynioudedeyaduyadoyades
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o
v aa vy L 04

MIENIIANLINIAT Gain luusiaziifvestoya vndindeyalaten Gain adan IAtoyaiuay

0 ]
gnidenluiiellunisszyyadeyados Buanmisdunmen info) Miduaneulnstves
D fsauns (2) AuniAeulnstvospdayaromn mntusuuminfo,(D) Faglddmsy
wusgndoya D \Huyadeyades daaunis (3) muwinAteulnsUyadAdeyaurazamdnvuy
LALAMUIUNIAT Gain(A) Aeainis (4) AUIUNIAT IG d1mFun1sfiansaniifdeyaves

uanuwy A (Han et al,, 2012) 18331nA1UIUNIAT Info(D) e Info,(D) Waidule

A
dmSumsiansanAManuvayed A
m
Info(D) = - z P log, P; (2)
i=1
Info,(D) Z/Dj/ Inf
nro = — X Injo
A /D/ Dj (3)
j=1
Gain(A) = Info(D) - Info ,(D) (4)

Tned

p; Ao AAutanduiisaresanis q asivinanyvesdeya

‘Dj| = ° a 9] Ao Y] 9 °
— fio Swrwaudnlugadeya D Nlalunudnvuz Ay D msaedu
D]
aunInvaualuyadeya D
2.1.4 fawunuszinn

Y

Mduundsean (Classifier) Wuignisfildlunisduunmnanydeyalaenis
Seuanaudnyy AntuIzinsadunanausadwundeyagalvainiuviunele
U o ‘NI Y a o a v ‘QJ Y o o
mIuunUssianilasuanufedlunisiuuntssnn lunddeilddduundseiandiuim
8 35n13 fie WBvug dnwatannmesuuyiiu dulddnduls Tunsuisnsiveudulndign
fuuulndulenily Wuwuda nsnfeuynams wasusuneualsad aSurevannis el
1) Bnsudrudidunisseuiuuuidaeu (Supervised learning) T¥dmiunis
o 1% (% o [l < oflo A o a v
PUUNUTELANAIINANNITATUIUAIUUIIZLTU (Probability) LNDDUNIUAIMDUNABINTT
a ddyl a s 9 aq QQAJ M yva v Y o/ o a [ 4
Senngufilin nouiud (Bayes’ Theorem) Bn1sillailafiaududounnntdn vinsiseus

Tgymidntuiethluasisdeulalunsdwundeyalua Inessauufgiuindsuuanuanls

[
= U

%muagjﬁ’umamzmammﬂwmi‘]u (Conditional probability) (Hand et al., 2001) 914

aun1s (5) war @unis (6) 35015 Naive bayes wngadlunisduunuszinnlungusiegied
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fwunnuazaudnyusnlitusieny dedasuanuiemiluuszyndldaumunisdiuun
UsennUanlny (Text classification) (Ignatow & Mihalcea, 2018) AMuUz T uwu Ul
= 1 1 Id a 3 P o 1 3 a dn( 1%

Reuly Wuanuiiasduvenisifiammnisel A Wenmuainmgnisel B \iaTuwad wnu
Aedaneal P (A | B) @ansauinanaNiazidusmiu unusie PA A B) Anuiiag

&) A 4 4 a X v
L‘LJ‘LWILWGJﬂ’]iﬂJ A LASLANNTIE B LNAYUIIUNU

PANB) (5)
P(A|B)=——
P(B)
"o P(BIAP(A)
PATB) = P(B) (©)

Towil
P (AB) fie Avniazidures A e B ifintuud
P (BJA) A® muazdures B idlo A HinTuud
P (A) flo mnuthagtduitaziaviimnnisal A
P (B) A Anuiailuflasifemtiumgnisal B

[

N13eBUEaNNTS (5) Walimgnsallusn azanunsaluaunadals Al

P (lusn | TWauwmuda) x P (lWaunuila)

P (lUiaumada | elumn)=
P (lumn)

NENN1IFegNTRUaIINTweladn nsldiduwmutialaglidanadunn
ogslsfmumanisaifiviiueduiesaonadosiu wu wmndeanisiuenisludunuda
wdoslildmmmsaiivhvauduniendss mnsmgnisaiisaedidfiausenadosiy

2) FBnstnmesannmesunrulunsdeuiuuuinisaeulddmsunisduun
Ussinndoya Sefiiugmuananmsduunidadunseitldsuanudonogaunivatsluns
iluuAdgminisiniunisean (Cortes & Vapnik, 1995) lngodenann1snieadnnunsm
Az ay (Optimization theory) Litevnduuszavsuesaunmsidunsaiioadraduntngs
ey msvidunsaifvunmnsiuiilagn (Maximal margin) lunssuuneadnuasdoya
Turazdiortuasliiladdunefiuanlasioyaludaiifigatu Tuuiniandnuwue (Feature
space) AowMNsIMUNUTEAN @1nsaviaulaluguiuy Linear, Non-linear, Regression
uag Outlier detection mnglunsduundeyaifinnudutou doyavunidn wazdeya

YUINNAI NTTUIUNITYIINUYDITNsTNNaTaINmasLuvduIrldunsulagaiaLiiy
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UszAnsamlunisduunaieidunsauaznisulasdeyameilandunesiuaainyinll ndall

wisngadlunsduwundadunseludadiinguludsplinudnuae udrsevhnisiuundeya

Y U 9

Tulsnfinudnuay v lmsn1sdnnasannmaskusdududidnunuseunnniusyansnin

Y 9

galunmsiu Wesmniudmduwundadunss vliauisadiuundeyawuuasingy uay

%’a;gmwwmaﬂfju (Multiclass classification) 9% (Wongthanavasu, 2017)

A, Ay
P Q O
( O O
: e % © 0
| | \\\ 4(\
Small margin| o O N, ((@\Q? A o O
s &
@ - o ‘ () é @ Pl
o o : o o E
‘ | Al Al
QO Class 1, y==1 (buys_computer=yes) (O Class 1, y=+1 (buys_computer=yes)
@ Cless 2, y=-1 (buys_computer=no} @ Class 2, y=1 (buys_computer=no)
(@ (b)

291 1 uans Hyperplanes 5£3794 (o) YauiIaidn uag (b) vouyuinlvg)
(Han et al.,, 2012)

nnmUszneudl 1 louansdieszezyes (a) voUruIa@n uaz (b) vauvuinivg
wazanwurYasdunTIiuUngudayaiieduuntayanatd 1 uazAaa 2 F995n1IMTeey

YU Asaun1s (7) (8) wag (9)

wx+b=0 (7)
W, + WiX; + WX, >0 (8)
Wyt WX+ WX, <0 9)

Tne?
w A ATNNTNVBIINADT W = (W), Wy, Wi, ..., Wt

x Ao Training tuples x = (x, x»)

a

3) FBmssuldeduladunisseuiuuvinsaeuldlunsduundssinndoya 1

Y

1
=

#UFIWIN Hunt’s algorithm Ingasrawuuinaeldvinemanisalaimdvililanadnsi

<9

p= I o v v & o aa =3 Yo a ° v a v v |
Fanuwiugn duteukazidudnisnisrilelasuanudenluinlultnu wWeeannladnladne
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wnseillassaienamedulivszneumelnuasin (Root node) Miinsuanisniu (Branch)
wnuRanwasvesdeyaweuleweiululnungnidudmaaeufwasdiuliiuanainduly

lgvasnnianuay wazlnualy (Leaf node) unuAaansanadnsn1svinuneg deuussdnsnim

'
o Y

Y9IwuUTIa0Ruad fuaudnyustoyaitulgduunlseinn Fervesnn nuazLtdu

q RY) l

4‘ I3

Anitlaisioiiles (Discrete value) lumsa¥rssulilasfndonaudnvuziddyfigauniy
Tnuasin Tnglde Gain ratio figefigniduluunsin uideuazléian Gain ratio Fowmnen
Split information A1 Information gain WagA1 Entropy (Han et al., 2011) @un1s Entropy
Guaumsiilflumsmenansaumavestioya (Entropy measure) fsaunis (10)

c

Entropy(s) = - 2 P;log, P;
(10)

i=1

Tagil

s fo Audnuay thanias Entropy

P, fe dndruvessruruanifnlundy i whdudmauaindniavan
VBINGUAIDEN

&un1s Information gain Wuaunsnldlunismearasaumeinu neushluldly

NSMANLIATFIUSATIAIUNU AsauNIT (1)

Gain(S,A) = Entropy(s) - z %V// Entropy(S,)

v € values(A) (1)
Tne
A P AANEME A
|S,| P® @uBnves AMENwME A Nl v
S| fie IUIUANNTNUVBINGNAIBEN
#un13 Split information Talun1smAasEUNATEINITWUS AsEuns (12)
n
- _ S 15
Split information(S,A) = - — log, —
2
- /S| /S| (12)
=

1ngi

[

S, fie dndiuvesTIuINANTNIUNGY |

i
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A1N15 Gain ratio LWuUaNN1SARNIUINNSANDSAN ID3 1HDaAAINALD 89U

Toya AeaNns (13)

Gain(S,A)

Gain ratio(S,A) = (13)
Split Information(S,A)

4) TumawIsnsieutulndnandunisseuiuuuiinisaeuy Fadunisdiun
Usstanndvannisldgeenn Inefiagiiansanainsseginantesianseninadoyaifnednis
° ) = P ° a a | A & o ) P I A v P Y
Iuuniugan1sseuiuuuass Inedl K e Ardduduiundesnmsiteniduiiioutiuning
fga dolidliiAnnisduieudiuwiriuasimvues K idudwiud wu ngudeyaniy
U K=3, K=5 war K=9 nMsmszggnaiioudiunlndian damsseenisaiuisasinla
Na1875n15 (Kuhn & Johnson, 2013) 14U s¥egr1akuugnan (Euclidean distance)
syuzrinanuuiulaian (Minkowski distance) Aumiiauluulaaleil (Cosine similarity)
SLELMIILUULNUTNAYL (Manhattan distance) AUMILBULUUKIANISA (Jaccard
. . . < v ] ! a @ ada A Yo a
similarity) LusY NMssgeeesEniegawuugAialdudsnisidesaslasuaudey Tu

nstdulyldmszegmaieutunlngian Asaunis (14)

[ E(p' o) (19
1

j=

Tnofi

b Ao FvosyndoyaTifeanIssuun

q Ao Avesyadeyaioutuiinniiansun yadeyadmiunis
ISguskuUTNaes

5) shuvuidadutipmluiluisnsiinssulgmsodudiuvesvesiuuy

Baduiily (General linear model) Al4AEvdnn1smeadfitemanuduiussznineiuys
SunaiuUsna tnsananseiinseildiadeyaiiaruardoyalildfiay fusslovidmsu
nsuanuasuuulivnduaglideies nsduaandunvuruiuiu Ussinanalia uagdiu
veel#d anunsaldfuyadeyalmi (Unseen data) ifleszynatadimou (Ebrahimi et al,
2019)

ax 3 a & aa = ° % o v o
6) ’Jﬁm’iLEJ‘IALGZJiJLiJaLﬂuﬁﬁﬂﬂiﬂuﬂﬂﬁumimLLumJizLﬂVIGU’e)yJaIG]EJU’IGI’J’i]’lLLUﬂ
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waee S waunadmeiuiensiwemeeuaatine fodnduisnsidvszansam
dndhunldieiinse@nsnimnisinnuliuuudiass esndunissiunanisviiung
ANNDUVBILARLAITILUNUTEANUUUAEIMAAIINNTTISBUSAVAIN A8 a8y
(Swamynathan, 2017) 35a1si8wesidauvseanidy 2 wuu Ae wuufl 1 fMsuuniviteu
swfulagldfmInuunuilouiy (Homogeneous ensemble) WU LsUABUNWBLTER WUUN 2
FTILUNTYINIUTNAULA LTI UNAILANAINAY (Heterogeneous ensemble) (Rojarath,
2020) TwanAseildmduwundusida swwazidon el

ad | ax = D & ao ° v = ~

s 1 FBnsazuuudesiiunniduisnisiwundseiandeyaniwedisnig
< a o ¥ ° 1Y a v o P v o Y
Wuila lnenisiideyadniunisiseusvuuiaesaitiululdlunuudnasasnemn
WBn1sAwanAeiu nduiiteyadniunisnaaeuyagINULILIRUUTIE04 Lilevinug
naanseanuwazldnisazwuudssirsnndufneugaiine Tnemliudin1s3snisazuuy
= 174 ! [ ad v I aa 1o ! H Y aa
Feetdraunn wuseanilu 2 38019 taud IBnsuuvlidmuadiininuasiznisuuy
AvuaAT (Onan et al., 2016)

. . [ v 1 o v

Unweighted voting schemes tJun1sluanlvazuuunvuitsuazinluldau

agaungnane Tu LG (x) Ao Apnudiazdunnniign anunsaruinen aunis (15) wew

AMBUEAYINeY (Dehzangi & Karamizadeh, 2011) Inefl n Ao S1nuAaA
H(X) = arg_, _max (LCi(x) (15)

aa 1 1 [ 1 [
’Jﬁﬂ’ﬁ‘iﬂ’]ﬂ’m’)’muﬂ%gL‘IJ‘L!LLU'UG]’NG] A1U150ATUI 1NFUNT (16-20)

Average of probabilities: LC/(X) = é 1 Pilw; [x) (16)
Product of probabilities: LC(X) = :—n L Pilw ) (17)
Minimum of probabilities: LC(X) = min,_; {P(w;[x)} (18)
Maximum of probabilities: LC(X) = max;_; . {P(wlx}) (19)
Majority voting: H(X) = arg_, —max{ 5= 2}21 I(h(x)=Y} (20)

e
i A TIUIUVDIPAIEFAIA 1 DI n
j A9 TIUIUVBIVOIRITWUAUTELANAWS 1 D9 m AU

Wuwaila
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Weighted voting schemes Juisnislmnuuuldaraasimidniidaana
mamqmmeﬂéfﬂsaumsmﬂ'waq Simple weighted voting, Rescaled weighted voting,
Best-worst weighted voting ta¥ Quadratic best-worst weighted voting Ta g A16 73
ﬁHwﬁh(VVe@htvaums)wga\Nkﬁﬂw§uuﬁazﬂaﬂa(0nan et al,, 2016) @NNFOANUIUTIAT

AIUANNT (21)

Gk
YTy (21)
Tned
a, o Aanugndes vawauunUssny L ndduuniion
a, A9 AN VDI MUNUTEAN k VBe Yatayadmsunis
SguskUUTIaes

ANSUSUALN TN UEREIY A9aunIs (22)

M.ek
N(M-1)

a,=max{ 0,1- } (22)

Tnel
= ° ! a aAv v
e, Ay mu’msuaﬂmmmwmwamwlmu
A [ £ 1 ¥ A o
N A8 PUIUTDINIDYNUVDYG Las M A8 A1UIUAAE
N151AA1 Best-worst weighted voting AYaun1T (23)

€k-©ep

a,=1- (23)

e, e
Toei
e AiD AAIAANAIAER LaE e, Al AANNAINGIER
N19111A1 Quadratic best— worst weighted voting fvganns (24)

e €k 2

) (24)

€y €p

lne
) ] a M v
e, D IMUIUVBIANANRANAIANLAFU
as A . ad a L A & ax A Y o ax Y v Yvy o
s 2 Bmsnsweuynams DuIsnsileusuusaindsnisiulidadule
@ o o ) aa < a 1% Y Y oo./gj
waztlumdwunussinnnilvesisnsidueiila lngafanmsduasisulilugyuuudiuty

Tngazasenuliiiaana1nuRanaInintuaInduldnauntn 3NUULINaa NS bau
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[y

UMY A5N15UILVNAAIANULULD BILALAIANUBLUTUTIUANAT LNSIEAIANURANANA

' £
a a =

mAnvuneuntlagnunly wioraaslifulmatedindeslsuiielilaussdnsnini avu
LLawﬁﬂLﬁaa‘f]zymﬂmﬁmﬁi’fagaLﬁuaﬁ’ﬁmumn (Ebrahimi et al., 2019)
aal = s & ad ) aa 3 a o |
T8n15% 3 ususeunasaniluisnisnilwweritniseuwudarinulagazdy
foyadwiunmaBsuiuuuhasuarduandnune sonluatsyn 1nduarairauuuiiaes
FesnssuldiFadulatunmaten wuusiaes Mntuhdeyadwiummeaeunaifieatu
WlUwe e lakaansuauiazuuuTIaes MNUUIIRAGNENYIINTImALERERNHARNS

lé’ﬂmuﬂmmmmﬁqﬂLﬁuﬁﬁmau (Han et al,, 2012)

2.2 UIeNN8IU9
o A P

AIdglavinsAinwdayminasuuimisuiddenianuiieitesiunisdwunlsaduesh

a

Finseritouaanlu@uailife wazudsefianwnieafudsn sd uwudanuuiiruaan

Y

=b.

(% (%
o [

Yaniln $909199 13T T Agatasiunisuansausaninansiedeyanuuvaluanyue
Sreazdundal
2.2.1 MsuunUszianlsaduaiianlodeaiiine
nsrvIUNTIRUNUsTLANLIATuA Inedndayaludeaiifeuninsiey 1013
Waunuideessaideufienuuindunisteuddymnssuunussianvedsadue
nnnginssunsliludeadifie fi

Tsugawa warAg (2015) lAUIEALEIUITULNDNITEAUYBIN1ILTULAS 1B

I a A

Algauuu Twitter lnglddayaainildanu Twitter 911U 3,200 tweets Fetoyainanil i

edniiieadosiulsaduad 41w 1,622 4onnnu uiseonilu 2 nqu laun Adwsinug

vonJulsa@uas1anuiu 862 A1 wazAdnniusuaninliidulseduesisiuiu 760 A Tu

ASUITEAUVDINIETULAIIUU ANURAIVDIFITDNTANUENY WaLD199YINLALANAANST ]

=

Faou FauIai ANANYUEAINTTUVRIH I ULAETITOVRY tweets 11TIRITANTINAY
Lwamﬂmﬂmmmauummamimsuamaiﬂmmw £9 TuN1INTNANAN YL VBINIETULAT
(Munmun, De et al., 2013) Usgnaunae 1) wmsmmﬂiuqam 2) Wit wuady 5, 10 way
20 %o 3) SnTduveIRITidNaNIINUEIUIN 4) SRs1dIueRfiinansenudeau 5)

AMUDlUNISINERFD 1 F7LU9 6) ANURLUNISINERAD 1 U 7) ANASAIADANSLINES 8) RS

aaa

N153130 9) §nslAesIy 10) sasaufiiifedSules 11) Iuugldnuninniy uag 12)

Y
a 6 &

"D’WU’J‘UN‘V]E]?W]G]WW mimaaaulmmmmmimmussamm 2 \fou mauuimams%wwam

Y Y

3 a o
NAWOSUNTTUlUNITIUAUTZLAN Imﬂmﬂmaﬂwmw 2) WU 10 e 3) 9nT1dIU
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YRIANNIANANTLNULTIUIN 4) DAS1EIUVBIANTNANTENUTIAU 5) Anudlunsinadse 1

FIl39 8) 805115330 10) dnsdmndnegiivled 11) Swudldnundeniy waz 12)

Y

a

Fuufiigniany luRansanldaianugnieswiniian a1nanIsmaassA1AINgnios
WU 69% GUaamu%’smmmmﬁdﬁ]zymﬁﬁﬂﬁmmgﬂﬁawaqn’ﬁmaaﬂé’lﬂqqﬁ?u SIFRE
Srunutornuiiiidunadauuiaedives uavihiumsinnetueaduiuly auls
llaunsariuneld wazsvoznalunisdananisaifiuindulilddiedinanuudusily
wuushans warluunensiennerlkasnsiugas

Kang uwagag (2016) ”Lﬁ'v'hLauamu‘ifh’amiﬁimmﬂmijﬂuﬁLG?J”]GU"]EJL?]uIm
Fauaranmisteauanudniiu sludnou wazsuvesnisinaduu Twitter ilonnsaing
wuudiassiiannsadnetennny sludaeu uazniw wdmunindrnedulsaduai dys
foualunismaaes 3 yadeya léun 1) yadeyaiidutonw 2) yadeyaidudludneu way
3) gateyadidunm Mnduisdinssuiunsimiedoya neldiinmsdnneannines
LUgTW wuINIstdanizdanunufaviuwas luAneu fAnugnded 84.45 % AN
Wil 81.01 % AusEAN 83.50 % warAadeUszansaminesan 82.24 % n1slddeny
AnuAniy Blufirew uargu daugnsied 90.04 % ANuwug) 86.01 % ANsEdn 87.51
% warAadeUszansanlaeTu 86.72 % 91NN1TIATILINANITNARRWIlIMSIUIINIS
thiendornuanudniiu Sludaeu uaznm Wwvihueiliiaianugndosigammuly
e mseiinsliimindlufneudae Suilvdeauaindsslondu o lesunisviune
Qﬂéfaqmmﬂﬁu JelAnadnsHTulUse

Aldarwish wazanz (2017) laUaueIsn153nTeauAILTuLIwadlsATuLAs

Y

nnsinaduulmBeaiiie deanisuonsesugtaendulsaduniifietisidedouaginuili
gndsmusERuATITuLIvedlsn uAtelldfinisinnsaneinislsaduei 9 oan1snnu
DSM-5 criteria Lawn Sadness, Loss of Interest, Appetite, Sleep, Thinking Guilt, Tired,
Movement waz Suicidal ideation #9l@sausiudearuarnnisinasuulsduaiivie lawn
Facebook, Twitter Wag LiveJournal 91u3u 6,773 Y8A31% Lﬁuéﬁ’a;ﬂaﬁuammmﬁmﬁuﬁa
Aenfuenislsadudd s1uau 2,073 Yeru wazdernuildlduanseeniseinisidulse
FuAsn §1uau 4,700 TeAu neRTEUsEITeRuTiwanstso M aiulsnduiadn
wazlduansonnisisnindulsaduadniisnsdiufiunnssiuunnitgonin Sedudunis
wilvdndenisidentennuiilivansdieinisvedsaduadluldlunisadiawuusiaes
1 2,073 TaAu MIEIENISdNEeN MnTuLlsternuiianeeniniulsaduaiay

Taaunlikanseandalsaduait unlvnisiindgymieiuliaunavesteyanisnisdy
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fomnuilivansoonislsaduailivinfusuiudonudiuanseenidsaduias 14353
Porter stemming algorithm TunnsanALeAIaUNINREEsAILE AT aantuiign
FIUUNTTAVAMUTURTIOY TTNTENNBTALINADTUUBTULAEITN1TUNBNUE Wudnsle
WNTUBNUSLANATNT AUYNABY 63% AUUIUE 100% UagA1ANTEAN 57% uax
WnsTnwesannwasiuYiu 1e Anugnded 57 % ANNWINET 67 % warANUTEEN 56 %
Fafuriildgeisansiinig WewIsuiisufuisnis Social network sites (SNS) based
predictive model ildnadns aaugndes 77 % Auusiugl 78 % uazanuszdn 85 %
Mnmsiesgimaidymiviilinanismeassldranugnsesiliags mmzenaidoni
fifusauandrusiung shldaanugniesantioadd nmuided Wefinrsanendlaly
RgmaLaufissegufeivinliuszansnmuesanuudiasdhid eraidumsisnisden
foyaurazensiduautennuiiuandieiunin 1) Sadness fd1mau 1,195 doau 2)
Loss of Interest A9717U 15 VoAU 3) Appetite UT1UIU 14 YA 4) Sleep HT1UIU
67 99A27% 5) Thinking H9117U 292 Y8A214 6) Guilt H91UU 234 Yoa1y 7) Tired i
31U 77 TaAU 8) Movement #3713 6 U8A1Y Way 9) Suicidal ideation 1w
173 demny Bedmaudoarwildviinisduideniiioumaaeuenaliifisswesonisiian
Aaszenislsaduash vieteanuluutenisieudisdesinlvigadinanisiseuiies
yhlnnsviuneliigndes Fso1aldiBnmsduiimsudladgmensliaunavesdeoya uazes
Fuduseufusrunndeyaiiiv

Doenribram uagAni (2019) latnawanisdnwunein1svedlsaduasi 9 81013
Tngutagadaya 1) Yadeyadmiunsseuiuuudiaes lddennunisinaduansanufniiiu
Aw1danguan 9 wevuindiidueinisvedlsaduaiiuu Twitter S1urudoni 27,000
foaru lusuideivsznoudisuuusiass 9 uuusiassmueinislsaduadi luusas
wviaesiinanadineudu 2 aana Ao Anaidueinislsaduaiiuazaanaoinisauun
7l wag 2) dwmsuidugnnismaaeunuusiass lisrusudennunisuaninsaudniiu
210 30 au wiaduithedulsefua 15 au wazauiiund 15 au Alnsinaddeniny
seillosednatien 2 a1 warlinsinaduansanudniiugn 9 1 3u iWlemUszansam
wuusiaewazaiillumsuszna Tutuseumanisadoyald38n3 Information gian lu
n1sAnienaAndnvaglideyaua laguwuadiuiu k = 2000, 4000, 6000 LazAMENWMY
Fanun nduldiiausandnume Top 10 audnumueiidanuduiniiaaluiis 9 91013
FumeumsnssuunUszanenislsaduedldianis widnud Taesmua boundary

A 0, 10, 20, 30, 40, 50, 60, 70, 80 waz 90 lunsnIosyATEAIIY IINUWIIINIG
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TIANBUIAINBUNISYINUIEA83TN1TALUULESIT190 N kUL bl A uaad ndn Tunns
AAIILNDINITTUATIIINWUUNBIY DSM-5 criteria NISAIUINAINNGYE person’s NaNI3

v ] o

naaenudn 1) luyateyadmiunisiSeusiuudiassvesiuudiass Loss of interest 1ol
ALadBAmgNFBsINATian fie 95.85 % AudNuA 2,000 THhaFeuiuuudiastiosiign
audnvueiamualdinanFouiiuuiassnniign uaznsldnudnvmsiomeldinalunis
fumeuniaieadoyatesiian lnef 2,000 4,000 wag 6,000 MHalufuneunisdes
foyalndifsstu uazafildluluyndunou 6,000 Aadnvue 1Hnassmarasiuniian
uay 2) Yadeyadmiunsvageuluuaes wudn boundary Autawdy fe 80 uaz 90
AAuANgNHes 80.00 % Az Doenribram (2020) léinaueBnsiisuliivuuuudians
eIsnsmileadoya Tnsutsoenifu 2 seiu Tneszduiinisdldasnsundviug F5nnsim
wosnnnmesuLrdy ndutuasneuluinisimedieBnsezuuudssiannuuul
fsuaAtivin wansvageunu lugadmiunsidouiuuudians seduiinis 33nnsun
dnLug laAIANQNABY 82.55 % WarISNITTNNOIALINMBTUNTTU LiA1AI1NgNFDY
96.18% lusgiuiiaes Juiisnsdnmesnnnmesunsduilddnmgnisslulinaasuly
syiuiiaes 1938nsdnmesannmesuusTu+usunensleisad ldAinugnsios 94.45 % uay
WNITNRIANNADTLUYTU+TINITUIBNUE ANUYNFDI 83.23 % YaTeUAdMTUNAABY
seufinia Bnsundviud anugndes 76.67 % wazisnnstuwesmnnimesunedu A
9néie 70.00 % srAufiaedidnsdrmesannmesuusdu+usunoumeLsan Augndos
70.00 % F3n1sdwmesannmesuunTu+3Bn1sundniud amnugndes 73.33 % ainauideits
a09 nuidloduuvesmmeuimeinfinnninduaumse uiegainlinsihuiedney
gavineila Lagihliusednsamveauuuidnaeanas kagldiiailunisuseuiansudiauny
fatudaRamanlunsidedn minthgedouadinan udmusaidmiinlfgndimeudia
wnniadneuitlsid ashlivssavsamiuuinomazinailumsUssaianaity wagmn
Wgadayadviunisiseus 9 eansvedsadued uaz 1 e1n1svesyaraun® wndupaia
Fanou wuenafivnudnuagluaaanisfiensazdwmaremmeulunanaduls fafunsld
'3'§mimmﬁ’m‘1§mﬁfﬂﬁm:uwaﬂﬁﬁmaummss?{w%mwmﬁﬁmwmmﬁummuﬂmﬁzym
Aananla

Alabdulkreem (2020) Iftinaussuddeifiindoyaannisinaduansnaiu
Aniuuazauddnvesldanuuy Twitter fenwomsuvemdgemsuluaaiunisainig
seungveshifalifalalsunaneiug 2019 syninusieu Juiau-daan U 2563 ngldeu

9743U 200 AU 1INNTT 10,000 Tapn kil 2 ga fie 7,000 Tornudmsunisiseus
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WUUINABY BaE 3,000 T8ANUFINSUNISNAADULUUIIAD Imaﬁ’mﬁamaww;ﬂ%&mﬁﬁmi
Tnadiunnnin 50 Inaddusuluiieliudlehiideyaifivamedensiuinseideya Taodl
$9uau 2 aand fe dansdueduaslifinnedued Weselaseadimwesniwemsud
aududounnnninnuSinguiesdiitnsinnisiielasiadmsnelie snduls
Wiguifisulseaniamnisswunaneduadlaouiadu 2 wuu leun 1) 3asaeuluy
fufsl (Traditional learning) Usznausae 33nsdwweinnnimesunsdu nsanassladain
wsunaunowsad wazdulddnduls uag 2) n1958ui¥EN (Deep leaming) Usenaumiy
CNN, DNN wag Recurrent neural network - Long short-term memory (RNN-LSTM) #u11
3P uunnMEBAiLUY FBnsaeunuuAAy FBnsduliidnauladicnugndesnniian
60 % waz AnadEUsEAVEAMIngTIN 57 % BeldnadniniosnitisnsnsiFoudiedn Tae
RNN-LSTM ({138 nsfilsuszansnmannninisnnsdu anugndes 72 % anuusiugh 71 %
ANLSEAN 68 % WazAAnUsEAnBamlagsi 69 % waglfinamsuszinatiosdian
Yazdavar hazAady (2020) lantaue Multimodal framework Usgnau
Content-based models, Image-based models ey Network-based models diodaszn

gunmnsdnlaglddeyadinamanunznn Profile Audnvauzdatanimainnsidledea

=

fifle (Sruruiteu Snaunsiienu aomg MsInin Menslusn) audnuazdoninu Lile
Suunnguiisiianeduai1 Wi dueudalunsfndenaudnuas samdundnnisms
aid lawn Chi-square, Pearson correlation way ANOVA Lﬁaﬁjﬂﬁaﬂﬂméjﬂwmﬂﬂiua%ﬁﬂ
wuUsapw 3 FamsiiausldradsUssansnnlnesandindu 5%
2.2.2 Tonmswouada
Onan wavan (2016) Ieiaueianisimunditmiinly Voting ensemble
method T,mﬁmmgﬂLLuumﬂﬁﬂzLLuuLLUUdaaﬁmﬁfﬂéhamiﬂ%’umij’mﬁfﬂﬁL‘Vimzaﬂﬁﬁ’u

v o

FTIUUNUTELANLAZARNAAINDULARZAIAIUAIAULLUUEILAZANTERN 1NNITTIUIEVS
s uunUssnniavan deudledgmsunumeeuiilid wifisiuunnnideeudia ns
wiludgwdand s azaunsadinussavsnmlunisiunelunisswuntssinvdoning lu
ﬂ’@umgﬂqumﬂﬁ%uuuqumaﬁmﬁﬂ LUU Multi-objective optimization laga
SmuaA T AmnsadldiusasunUssLLazAaaR neULRafnNUsE AN AN
Msvuneve s unUsTITLe ieuiuUsransnmlunisviune SsUseavsnimees
ApusluguazausEan ssidusaiuuanisusuanimin safusesiludemiisnisly
nstnuaitnin Tunuidedldldgadoualunismaass 9 4a 1éun Camera, Camp,

Doctor, Drug, Laptop, Lawyer, Radio, TV Lag Music s?iui‘;lusqm%’au”aﬁﬁﬂamﬁwmu 2 AN
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fio AmnadauinuarAaIaleay NegeuiienUsEansamuuudiass Tnen1stisnissuun
UszLnn Stacking, Voting schemes hag Metaheuristic-based weighted voting fiusznau
lUfa8 Genetic algorithm (GA), Multi-objective simulated annealing (SA), Differential
evolution (DE), Multi-objective particle swarm optimization (CMDPSO) & & Multi-
objective differential evolution (MODE) §933n15 Metaheuristic-based weighted voting
28Y11N15AUIUNRIAT Multi-objective weight adjustment Taga1581191nAIA LI UEN
wazATEAn Mnduhavnilduviinisdendneugarinelunisiune anuanis
NAaINUIT MODE-based weighted voting Wmaﬁwﬁa‘ﬁlqm SA-based weighted voting 1@

HAANFIDIANT FanadnsnlalianlndiAesduuin 9nwidetinuin n1susuygeaaas

1% ' < o

umtnlid1neuwsaziilukiagaaig 3ndusaliietadmtniuinigauduminey
gavnelunsazaaaililauseansaimiiudu Fahewnlaymnisidendineunauwsiivnuiu
v 1 o dl 1 v
YpgnNINANaUNluUALA

Zul uazAn (2018) laiauensaunaIuismavilostoyan1sinseinig
Wesluuas Facebook kay Twitter Ing5IUTINTBYA Feeds 30 Facebook lutumnaunis
wsudeyald auAiaUnRoen MrunauamieIsnTg Sentiwordnet AnLEONAMAN YL
MEIBNNT Frequent itemset mining (FIM) uazigadeyaluvinisdiundsannmeisnis
WBN15uBNLE war In1suIBNUG+NISuUINquRUUATY Taivuali k=6, 7, 8, 9 uaz
10 #ANISNARBINUI IBN15UBNUE TAadenugnaeedsening 80.52% - 82.50%
ez SN1sBrlud+nsiunauwuuiaiiy denadeniugnesdeysening 80.32% - 81.52%

av & ! Yo Y ac . ° v o eaa °

NNUIFBUNUIN TANnRURaIUan83TN1s Sentiwordnet YNALARNAANSNANIINTTUT K-
Means stdumneulunisnaaswingdsnisuidniud+nsuuinguuuuwaiiy

AlHamed wag AlGwaiz (2020) taiausanuidanegiiunisinisniswmiles
%’azﬂaLLUUmamam‘lumﬁmﬁwﬁ%’amﬂamaw%ﬁwuu Twitter 97U73U 14,200 93710UTEN
Starbucks, Aramex, Uber Wag Pizza Wutaau@euin 4,590 wazidiaau 4,070 Tun1side
dy 14 1 o < (% & o A . K o v
Ulanuanszuiun1svinaundu 2 sedu fe seduil 1 Lexicon classifier azinnunaiualiign

v <

Toyaduratadauin Wunane uazisau 91ntuin1sdwunUszsnnaig ANN sEauf 2
AUStnAaINTaTEYNEaASMel USN1s wardsenia MIsuiluduiniasidaau mntudadunuy
F18N1IANYNNANNNTAALLTIUINLALIBIRUAIEIZNNT Term frequency Wan1snAaadle
J £ a o o £ ! 13

A1ANNABY 89% USEmausanlUldUsslevilunisseyandounazanuds Tunslavan

wagHansenusiansdndulaganagndles
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Rojarath Wag Songpan (2020) UL@UeN15L88NINUIUAITILUAUTZLANANGD
FuunUszinniugusazisuunuuudusadadielianiminusasaaadmiunsime
wuuliadsimdngedasnisvhuisgnuesaana uarldussuieunadnsseningdsnisi
Iiauerumduunuuudumuifalaenaasuiudeyadiuim 5 yn AUsznoufonans
Ameunuyluuiiuasiuuvatnaa uag Rojarath (2021) Ifiausnszuiunsifiousuuss
UsgAnsnmnisviuisresudaruuusiassitudmiunsliatdatnuneatadens
MnuaAiAaIaeAInNnIsdunsinaaarains Inenaaeuiudeyadnuiu 10 4a

PUTLNaUNILARNEAINDUBUUIULIS WAL LUUNAIEAATE WUIIBNNSNIE B975n15kEol9AN

sl

dwdnudanunsafisanuaiiesnminduuunisSeuduuunaunauyi il dnadwsia
Arugniaiunniulugpdeyauuuvanseata wartsudlutgmarlliaunavesndeya
¢ lumAdedlildnanfanssuunsdadonaudnuoe

Khan uagany (2021) ilaueIsnsnaunaIun1s3wunUssinnassduai
NAasuiuYAvaa Genres-tags movielens lngAnLoNAMSNYMEAIBTINIT Recursive
feature elimination (RFE) antuthandnunezdlduisuunyseinndieisnig 18n1sdw
wosnnnmesuwTu Bmaiflouthuilndiian 3Bn1sudviug mileszvinisannoslad
aAn NTIATIZRNTTUNUTEAMTIEU wag Classification and regression trees (CART)
HANTNAREINUTY CART nadwsiiafian andurinnimaaesieisnmadumaidauuusig q

caaa

HANIINARDINUTT 0N IURBNNDLTARINaS NG NAIaR

' (%
a a 14 U

av A 2 v vy O av a o v
UDNINNITUIYNENYIVDING 2 Ui%LﬂusU']\‘i(?]uu‘IJLqu‘iﬁlu’JﬂEJV]uquaﬂ'J']ﬂJ»LU
¢ A

Aasziiieasisuudnass fillaidemineitesildveyaiuy Multimodal analysis &y

Toya WU YoAu A0 N13NTERNeE ANATINvesnIn andieglunin wavdu 9 lunis

Y

a v

34 (Choudhury et al, 2016; Wendlandt et al,, 2017) uagnuigudnuuzdoyamanid
anwdtusTudnuarsinlasazamdandnAsveilday wu meidedetudiaeidy
Tsresuniaesiilnsianizdimosersuaifuedasiunltufias damsosuaivowmuainnis
dendunsevautandlduludniunisalluddndsedniu (Fernandes et al,, 2017) N1
Wisuifsuanuiiendesiussninsmadnvar ildlunmsvihunelaglideyadeninu am uas
T4 om0 auAUNIM (Wendlandt et al., 2017) N153TULA O WA UILUUS 18D ILUY
multimodal #en15l438nsmnsadifiiesiuyanudnuasiiuansiaiu 1éun deyanin
fom1u uaznsldausruvvesgléauuy Twitter lilonsnuozngAnssudauiailaeld

AudNvrtoyaTiia1nvaty (Yazdavar et al., 2020) 1udu
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2.3 NHEHVIINN

amausnlddoarsifievsuonanuninsiaznisuansoonnisdiueisunile
09AUsENaVINTN Usenaudae  fiufin 3Us1e vuim 71473 90 wasdnuwuzanizdus
anautRveanmiinnundisaduazuaniaiy nsthanautRvesn i luliuselonlie
Ainginisuansoonsuesual ilensianudnuazvesnmilevililideyaiidenis 3q
Fududesdnuismsivangaunazidilenuantfvesnmaou TunuAdsldjaiudnu
Aeafunmasvasuin 2 IR wazn1suszananan naava (Digital image processing) e
Uszanananmdlazinadnvazdnmiieddeyalviesgiansduni1  mafdunmly
sruUAIvavriin simuaiulalumesi (Matrix) mudiuiuaeauluazwnd kNuIImIL
ANLEa (Pixel) Y0ININW VWA m*n lnedlvuinAoauyd m wag n ka3 Wesng (Carruthers
et al., 2010; Reece & Danforth, 2017)

Falawnsu (Histogram) vesnmszyfan1snszateanmduuasieainud tnouand
sgiuanuduuasnifusuufingadfidamuduniioutuFesddous 0-255 (ingn -
GRREG) ‘Vmﬂmiﬂﬁzmadauimya@jmq%ﬁamwﬁ?u%ﬁmmadwﬁaa mnnInszaedIulng)
219N INEUTiALATN (Singh & Hemachandran, 2012) lusuAdedld n1sadhs
galaunsuning (Color histogram) LuULENBIAUTENBUANNUUUINABIE RGB (Red, Green,
Blue) lnguenasnusenauvaanmasd R [0, 255] - G [0, 255] - B [0, 255] ANSAIUIUNS
nsvanealusuised 19nismAade (El-Bendary, Harir, Hassanien, & Badr, 2015) wioth
AaanuauzdlUldenu

- _ 255 Oog (25)
-

We  MN A9 1uIunRnea (Pixels) U990 YUI9 2 TR

X; AD ANNNLEANIN j VOIE |

2.4 n1sUsziudsEansaw
aunsnlglunisusslivdseansnmuuudtaesmedsnisuuslayadu 10 dw (10-fold
cross validation)lusnu3ded lawn Accuracy, Precision, Recall ag F-measure 738 F1-

score (Han et al,, 2011) S198¢L28A@UN1S A9l

Actual Values



27

Positive (1) Negative (0)

Positive (1) TP FP

Predicted
Values

Negative (0) FN N

A9 2 Confusion Matrix Y479 2x2

Tne

¥
N o ! = < a

True Positive (TP) AD YUY 939 harAseYu LTS

D

o 1 I Aa

True Negative (TN)  fio yu1e7n ldase uasdsiiiindu ldase

] ¥
o a aa =

False Positive (FP)  fi® U187 959 wadeslinndu haass

3

A o

False Negative (FN)  @e viuiednlaiase undsiindu (Juass
ANAIUYNFBY (Accuracy) Lunismanugniesnisieunlssinndeyalag oy
¥39N15NNNNAATE AUIUINNANTYIIUILYNNITAIETILIUTBITBY AT IMUATITIN

YUY A9FNNS (26)

TP+TN
Accuracy= —————— (26)
TP+TN+FP+FN
A15IAAUBUUET (Precision) IgRAITUILENLAREAANE LALAIUIINIINIIUIU

ATININ1LTT Positive UAIYN MIMEIUIUATIANEI Positive anua Aeauns (27)

TP

Precision= (27)

TP+FP
n133nAIA1U5EEN (Recall) w30 Senstivity LJun15¥nA1ugndaInesisnig 3
#H13AazAaa IAgAIUINMIAIN FI1UIUATINNIEIN Positive WAIQN N1TAIEIIUIY

Positive isvualutoya faaun1s (28)

TP

Recall= (28)

TP+FN
AnadgUszansainlnesiy (Fl-score) GINaNTUINATAAE LAYAIUIINIAN

Harmonic Mean w84 Precision wag Recall f9gunns (29)

precision x recall
F1=2 x ( )
precision+recall

(29)
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2.5 Paired - sample t-test

ngud Paired — sample t-test \unisi3euiiisudeyananeunisnageuiudoyana
NAININAdUNUNGUAIDE1UAEITY INAUNFFIYU (Hypothesis) N1eafian1sigalin
anufgruluasmield anideyalulunaaevauufgiunisadf (Statistic Hypothesis

. ~ a & 1 Id a A 1 a 1 [y v o o = d'
Testing) waasUauuigiutuInduaswmioliass lnguenrseiutdeddgyvielanianay
Hananalinig TunaunIsadauanuAgIu tokn n1sRsauNfgu Mvuessautisd1dn den
WN1IneadALazNISAILINNINEDH A1 p-value Andulauazasuna dydnwalildlunis

negeuanuRgIu lawn Hy Ao auuigiuiiivustuiionageu lneafseyly Hy desdiiaie

¥
a v =

MBI (=) MELEND o AD ARAENITAINNITAIVTEANRASYBIANLRFIUNATY H, AD

o«

auNAgIuLEs ssdanumingluniewssiudiuiu Hy 3 W, Ao Alefeveslssynsilinsiu

: 2 1 y - .

A1 way L7 Ao Audsusiudseuing MnEan1snadey gausu Hy 3sUies Hy waninwna
< LY v a LY a

nsnageuilulilunnssiutiusmienisuuias Hy aweeusu Hy Mmaaeuatsigiunig

atAwuuTaLALL (One-sided test) ¥naziliAsoanunenINnd1 (>) wseteenda (<) aglu H,

way Ho lngagiiinsesianguindueglulaiasmunguinnimieosnitniewdaus wagns

NAFDUANNAFILNSERRLUUABIM (Two-sided test) SiagTiaTamaneyinfuil Ho vy

Ho: Wo < 75.25

Hi: Wy > 75.25 wag

Ho : Wy = Mo HAN1sVagdeunautazain1svagdeuliunneiaiu

Hy: Wy # Lo HAN1SNAARUNBULAENAINITNAFDULANG1IIU

Fnsmeadafildnifeadestunsmaaevausigiu loun Aade (Mean) drudeuu

119 9157U (Standard deviation) LLazmmmmLﬂ?{aummgm (Standard error of
measurement: S.E.) (Jennings et al., 2002) @fAd1MIUN1TNAGDU t-test

x-H,
o

\n (30)

t=

WD t A9 AMINEDRNININNITATUIN NAUNIT (30)
0 Ao Aedenqusiegs
[ A9 ANRAYNISAIANISA

n  Ag UIUNGNMIBEN

T AB ANUAIAARBUNINTTIY
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luniswdaanununeseauaueiiu (Confidence level) lunisnagauauuignu v
UaNlaN1aAINYNADIYBINATUNITNARBUANNATIU TEAUAIITRIUNTY LU 99% 95%
90% Judu Ineszaunnudetuazasaiutuiuseiutedfay (Significance level) %30
ANUHANAINVDINTNAFBUNNAFIW Wnumedayanunl a

= a av o o 9 = Vv Yo Y} o Y ad .

NNSANYINguftazaIdeiiigItes Ialanisannnudnyuea8IdnNs Binary

term occurrences N13ARLERNAMANBUEAILTTNTT Information gain U MegBULiDARLEEN

AaEnwsAdyveadayauuuaenatawasluwIzAad wagidenfiidihunussianwuy

a Y aa a ¢ o s s ~ Y Yo o Py Y A vl Y
LAEINILITNTT UIBNLUEY YNNDIALINLABIUUYYU G]ulelmﬂausL"ﬂ LW@UUWUWIﬂaWa@ FILUU

9

[

Faduileilu nsufeuyniend usuneuveisad Saduisnmsiliszansamitatugedoya
TuauAde et lu#3En s dumundanuulsismuadnimin uagldiiaueisnisdumy
Sauvumstmuaaiiniin fe38n1snsnisituignuesaaiadiney (True Positive
weighted ensemble: TPW) wazAnadsainuuiaziluvesnisiinnaiamineu (Average
probability weighted ensemble: APW) LﬁE]IJ'%J‘U‘dEﬂﬂizﬁ‘vﬁmwﬂ’l'iwaﬁﬂifﬁiﬂ%mLﬂ%’ﬂu
853U Mnduinsiadszidulsgansnmisnisiléiiaue uagyinismeaey Paired -

sample t-test WOLUSHUTIBUAILLANANAUTDINAS NS T2WINTIoN1 T LEUD



nsAunIdeilieussanuingUseasa deladiiunsidenunguiasnuide
ANeITafUNITITNISNITNENTAILIATULAST Tnen1ATiuNIsIUITaRURSTITeeandy

2 dw biun 1) nsvfuugesmnihninfiuungausasUsuuseisnsmiiesdeyalaedsnisidu

a

wala tag 2) n3inUsean

JIUAUAMAN BTN N

[

=
PNU

12

U 3

AT HUNISIAY

snnnsduunlsnduesisie audnvaedoyaanALAnLAY

Text post —

Optimal feature

Ensemble model

Framework lI: Binary class

Images
and
text post

o

Ul ighted votii
selection model AWE9tec ¥oling
Naive bayes
[ 4 }"' @ Weighted voting
0O =
> o
K-nearest neighbors |1, 9 _g TPW
£ E
X o
[ o
¥, s \ o
Ensemble model
Unweighted voting
4-Ensemble
Optimal feature
selection model il 5-Ensemble
[t |l o) | [ ctrsemee
U
machines 5 Weighted voting
g s R\
e N
b
=
neighbors T 4-TPW
-
Gradient boosting |1 &
P o |G
Generalized linear |1 !
[erw || [eaew ]
L —————— O & A J

Final class prediction

'

Depressive analysis
using DSM-5 criteria

i

Evaluation

07 3 NTeUNITINENITUTUYITNITN T InTallsadanaT ludesu
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INAINA 3 LAAIDINTBUNTIVYBALTUNDUNITYINGIU 2 dIU RENITAMIUNITATOUNNS

'
=

Wen 1 lﬁﬁﬁﬂwsﬂ%’w'gamﬁmﬁﬂﬁmmza:uLLazU%’nga%‘%mimﬁaﬁa%ahﬂﬁﬁmnﬁumu
\Ua (Framework ) dmsuliasienlsaguiaiisieyndeyauuuvalgaaia (Multi-class) uaz
nsdfiunsnseun$ided 2 inisiauszansaiwnisdinunlsaduieirfenisiiia
AuANEEYaYaaNAIN (Framework 1) dmsulinsgilsaduiasimeyadeyauuuluun3

Aaa (Binary class) laglUSauligun1smAtinvtniiunzauanInuunlselnninanmang

o oA o ax a 9] aa I3 a Y  aa av o
ﬂuLW@U?‘U‘UEQ?ﬁﬂWiLWN@QSUBHaIQS'Jﬁﬂ']iL@‘ULGZﬁJL‘Uﬁ fM3YA8N1TIINATOUNITIEN 1

3.1 nsusudgsAniminfiuvansauuasyiuuseismaniiosdoyalaeisnisiduwada

Training model Ensemble model

a 1 o N
Optimal feature selection
model Unweighted voting

Data collection [

Naive bayes ‘i

Trgining set Data i K-nearest neighbors
*‘ preprocessing i"
Random forest |
Test set 8

Weighted voting

Weighted vote
combiner
Final class prediction
Depressive analysis
using DSM-5 criteria
Evaluation

PW

9,
i 4 FupeunsUsuUssm i miniivanzauuazUsuugeisnnvidesieyalneisnis

Gk

nsUfudgseaindvangauuarUsuugsBnsmiiesdeyalasitnabuemida 4
foqusvasduardunountsviau il

1. Msmdnnuaudnvasiimzandniumsseuiiuiaes MsuunUssamitly
18w winiud duneuiininieutulndfian usuneuvesad dmiugadeyauvuvans
AR

2. mMaUiuugsentvnguau 2 8ms fe 1) Ssnisvhuisgnueseatadine (True
positive weighted ensemble: TPW) uag 2) Anadsauiiaziduresnisianaianiney
(Average probability weighted ensemble: APW) 9nuadwsiildain Yadoyadmsuseu;
RNIERRIN

3. MaWisuiflsunadnsszning Mduunuszanuuuiies Bnadueudauuulsl

Avuatntn azdsnisuidaluuiInuaiutnLuy TPW wag APW
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Fumeunisdidunisuudperdmdnfminzaunasuiugaisnsmiiesdeyalas
Brsduemda il
3.1.1 MITIUTITBYA
yuAtetl Wfunumadeyalunismeaeuatn :1n9uide msduunlsadues,
MnmgAnssunstnasiteanuul Twitter (Doenribram et al., 2019) Fafutoyanis
Tnadt Twitter Usznaudeyadona 2 gn dall
yateyail 1 dmdumsBouiuuudians IUTWANMTAALEYUTN UL Twitter

voldunily Usenaume 9 91713 Alavsveniivernisvedlsauai wag 1 81n15MUs

(%
a v =l

vendsyanaunf Jeyaililudeyanidnuiuwiiuyneinisiludeanuniwdingy uras

Y

21N15ADARNEANNBU AINITIN 2

FI99] 2 TINIUTOYADINUETUTING TSN Yl 81N 1TIAToYAT IS USIUTUUUTIA

a1au 21N19 MIYUAN faa2u
1 DITNAUTILAS #sadness #depressive 3,000
2 aNvaulaanag #loss of interest #lose interest 3,000
3 vhminaauni H#appetite #hunger 3,000
4 NIUBURNAUNG #sleepless #hethargy 3,000
5 ausau #un thinking #out thinking 3,000
6 rGIAISGH #auilt #disgrace #dishonor 3,000
7 SNUBRUINAY | #tired #bored #fatigued 3,000
8 N3LIUNTEINY #lackadaisical #lazy #loafing #phlegmatic 3,000

vizaldeat

9 AN5981N9NRINNY | #suicidal #dangerous #destructive 3,000
10 | Und #Happy 3,000
39U 30,000

915997 3 208 19T8A 1IN INUSVLIINA AN YL INIT

a10U | YaRIuUs A183U"Y Alg19taya
1 |id SHanIsLwan 104642x0000cK0000
2 Text YoAuTlwas | I've realized i've been drenched in a whole
lot more depressive stories than usual
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a10u | YaRIuUs AasueY Adet1daya
3 | Label UzLnneng Depressed mood (1)
ANWULBINTT

15797 4 FIe81NTeyad1MTUNITITIUTUUUTIAD

Id

Text

Label

104620677718xxxxx29

Supermodel Gisele Blindchen speaks out about

her struggle with severe panic attacks and

suicidal thoughts. https://t.co/brfugVAyZI

104644822507 xxxxx97

RT @PeterStefanovi2: Yet another gut-
wrenching indictment of Tory Britain. A
disabled man left ‘suicidal’ and ‘living off

water’ after his...

104644818430xxxxx32

RT @emileypaigeargo: no suicidal shit but do
y’all ever wonder what the world would be

like if you weren’t here anymore?

104644716952xxxxx46

SUICIDAL DOORS CALL IT KURT COBAIIIN
https://t.co/N077Z3eMQc

¥

YAUAYAN 2 AIMTUNAABULUUTIABY FIUTINIINNITINAATDANNIBIBIN

Y

PN

e

YU Tvvitterﬁuaﬂﬁ'mmmuamﬁu@wﬁ%aL?ism U 30 AU USENDOUAIY 15 AU NMUALNEIN

s dulsaBuiadn (34,435 9aA011) waz 15 aulidilulsa@uiad (22,498 Fap7u) Iay

Aldnuusiazaudednaddennudellosiuluszesiainnii 2 fuamiauly

7159991 5 $7UT0AMIINNISINGHYBITANATOULUUT1ADY

yarailidulsadauad | Srududerru | yaraidulsadued | srusudendny
1 459 1 1,021
2 3,190 2 3,199
3 3,228 3 1285
4 1,697 4 3,125
5 848 5 310




yanailidiulsaduain | Swwaudernu | yasaiidulsaduadr | Srusudean
6 1,657 6 3,223
7 1,265 7 1,895
8 454 8 3,225
9 2,090 9 3,212
10 419 10 3,088
11 547 11 3,207
12 3,180 12 155
13 1,287 13 1,046
14 872 14 3,235
15 1,305 15 3,209
374 22,498 34,435
fovaz 39.52% 60.48%

% 1

M5 6 F2961990A1IUINNISINGRYIYAAA

YYYY-MM-DD HH: MM

fdu | Faduus AN83U"Y AdeE1tayn
1 |id san1slwae 103275000cx460609
2 | Created At | Junaziianlwas 2018-08-24 03:18

3 Text YDANUNLINER we love u more

https://t.co/y5hRxC1rSQ

MITNT 7 HI08NY0yadMTUNATOULUUTIABY

Id Created_ At Text
986776763698xxxx00 | 2018/04/19 But then | resurrected it with a blow
dryer it was a christening.
985360308720xxxx00 | 2018/04/15 Love you #BeyHive Have fun

celebrating all that love in the desert.

When it’s dry and we are thirsty, music

will bring the water that quenches our
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Id Created At Text

soul.

984528458234xxxx00 | 2018/04/13 So crazy!ll Happened in 2010! 777?

983913140009xxxx00 | 2018/04/11 Don’t forget to watch!l | had so much
fun performing for my pops!

#EltonSalute #EltonREVAMP

3.1.2 Mswseutoya
v ay v . Y & Y A a v
Yatayanlanain Twitter Usenaumeuasuin gldau n153nin Joanuuans

ansuad egiivlud dydnvalfivay snwsildgvinlianuvuneasy Fsdndusadaane

[

Poyanvanzdmiuihldlunisveass Tussunseseudeya dnal
JunaunIsiiAuazeIngadeyanienisAnnsesdafiludnludmsunis

Uszananaeenld luanudded laauliunsaudeyasieluiiean laud 1) Temnunvususie

v ¥

“@” Wewnilutedldiu 2) feaundudusie RT iesniludeainuiilunisinia

' 1%
(Y = [y o J

ONWINNNAYIY LU “woowww” NINTBNYSARNURFATUGININAT 2 FAdNYS QAU
1% v @ = v ¥ a [ L3 ¥ '3
AIERAIBNYILgs 1 fIdnes 3) auteanuiiegiivled 4) Jonrnunanensual uag 5)
dydnwaliiiay Joruwarlaiuliinuifidestunisiniunlspguas)

#71591991 8 §19e/19n1591 Regular expression

A0V JBAIUNDUNITNTDY JDANUNAINITNTDY

1 @ArianaGrande @NBCTheVoice SO CUTEEE | SO CUTE
LI https://t.co/pyMR778XQZ

2 RT @NBCTheVoice: performance of just performance of just look Up

look up will leave you in awe. 7?7 will leave you in awe

3 @NBCTheVoice Everything was just perfect | Everything was just perfect

WOOOWWW WOW

Y o & o [ o o &1 Y & o { o o
1) nsdnandunsudnsunenAdnsaneg Tmduanfeiainuszlea nauie

wiaiulugtuneusialy Tumwidinguagaiiiunisuenmnietesing
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971599 9 29679015997

a6u FaAMUNDUNITANAT FoAMUNAINITANAT
1 SO CUTE SO | CUTE
2 performance of just look up will leave you | performance| of | just | look
in awe. up | will | leave | you | in |
awe
3 Everything was just perfect wow Everything | was | just |
perfect | wow

2) mMswdastennudumsasusisnusindussnysAuiiantmun wu
“SO CUTE” aggnudludiu “so cute” wag “Everything” azgnudluiiu “everything”

3) miﬁwé’]’ﬂﬁmqmLﬂu%umauﬂwsﬁmﬂiaqLLazaUﬁmqmﬁL‘ﬂuﬁ’]ﬁiﬁﬁmwmma
panby wu a, an, the, of, is, are, so, you WHudu Iu&ﬁuaﬁaﬁﬁﬁmﬁﬂﬁw Default English

stop words list (Stopwords, n.d.) L3u “everything was just perfect wow” #1171 “was”

YNNTDIDIN
150971 10 #99629715AANTOMUALAUAINYA
aeu FaAUNBUNIINTBIAINYA FaAUNRINIINTDIANEA
1 so cute cute |
2 performance of just look up will leave | performance| just | look | up |
you in awe. leave | awe
3 everything was just perfect wow everything | just | perfect | wow

1) msvnanddniidunsasaaeuiiionndwi Wonisandiuungueiis
aramanemileuu antuthyadidrgnssuiunmahgemilddmiumtuanuiieglu
Lonans

5) nsafaaudnvay Wuduneunislianiminuidmionudnuus lu
s1Afeil 1938013 Binary term occurrence wdnnsvhaIL “winnuiidluenats” azgn
Anuaandu 1 “wnlinuiluenans”sgimuaanlu 0 mﬂﬁuﬁummﬁﬁwﬁgﬂwu Loy

UunauuadIndnliuaaz Al 92835015 Information gain WardnaIAuAIUINTEANILY

ANdAveInudnyue ntuiiluAndenaudnvuznua1AUIed Top-k iasmiaily
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aa

Snsulddianiainisusrudana Miuuaudnvuzdesudlianusyansninas IG

(% '
a1 o v o

aunsafnnsasAwsazdaniurdngiunla (Pintas et al,, 2021)

f1 fa /s T C Rank fl
d, 0 1 1 (e 1 5
&l B0 01 % oy 2 S — i
Modelin
d, 1 0 i 1 & 3 fs .
Features Feature selection
ranking by top-K
d, | 0 1 { || © () z fa

DM 5 TuneUNITAANTeIRAAN ALY

151991 11 0e AN lATUNITARIADN

Feature id Rank Features
ﬁ 1 appetite
/g 2 hunger
/g 3 help
ﬁ 4 depressive
/5 5 lose
/(5 6 tired

(%
[

Fumeunsunuiiinsiinaudnuarluged manuaudnuaurlugedi sl
1 wnkinuagli 0 Ineau1nve9INeesvindy YUIATBIBNEATT X TUINTVBIAMENYY 91N
F20819015797 11 FUUIAVENINADSIMATU ax6 WU dy= “Sunday is so sad and
depressive” 2gWUAI “depressive” Fatuagliian =1 daudauiiliny agliien 0

915991 12 §98 NN 1TUNUTIA lena s

t, t, *t, t, ts t
d 0 0 1 0 0 0
d, 0 0 1 1 0 0
ds 1 0 0 0 1 0
dy 0 1 0 0 0 1
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A IG iedadiunnuddnylvinudnuae Tnedaden
AndnwzNA NG E33MS Top-k mﬂmﬁmﬁﬂﬁqqqm UTITIUIU k
3.1.3 MISEUTLUUIIRY

Gﬁzumamf%a%wLLUUfﬁ’laammﬁmamm@mé’ﬂwmz faus 200 - 6,000
andnue lnoidenqudnuugFesdduanatdmiinemy Topk wdhluadauuudaes
Fredsuundssnmundiiug fuseriinafioutulndiian wasusueulaisad S 93
wuudiaes ieiSsuiiisulssdvianmuazidenuuudiaesivnzauiian lnefarsanain
Armgndesiunafilduszanatis 3 fadwun ieliaminindmiuiEnasumdauuy
st LUy TPW wag APW

TPW 1ﬁﬁw1§ﬂmﬁﬂé’aaé’mmmiv‘hmsgﬂﬁm (True positive-rate: TP-rate) U3
AANERINBU AINLAINENNT (31) WA (32) (Rojarath & Songpan, 2021) wag APW 1vian
dmdndeainudiazdunisiinnatasiney druanain (33) ( Rojarath & Songpan,

2020)

True positive class n

TP-rate=
Total member of class n (31)

We n A AANEAIMBU n= {1, 2, 3, ..., 10}

TPW class = Probability; x TP-rate,

class

(PxT)),

APW class = weight max (33)
C

e

& 1 1 [ 1
fio Arpuunazilulunrazpang

¥ '
1 o Y =

8 AmtinYesAand n in1sviunegnaes (TP-rate)

vl O
o))

A9 @u1Tnweay Instance

=

C A IUIUFITILUA
TUADUNITANUIUAIUINLN TPW Lag APW aaranslu Algorithm 1 Tunaunis
iaudnlulgieyuienata dalansly Algorithm 2 LagtunaunISAIUIUALLULLIE

Usziliannsidulsaauash fauanalu Algorithm 3
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Algorithm 2: Calculation the TPW and APW vote ensemble

Input: Training set

1: Given a set of the classifiers c=(c,, ¢, ... ¢), a set of the member m=(m,, m,, ...),
a set of the class n=(n,, n,, .., n)

2: for c €1 to l do

3 for n €1 to ( do

4 TPrate, € (TP,) / (total_member,)

5 for | €1tomdo

6: TPW, < Probability,, x TPrate,

7 newTPW, € TPW,

8 APW., € sum (Probability,, x TPrate, ) / ¢
9 newAPW, € max (APW,)

10: end for

11: end for

12: end for

Output: the newTPW and newAPW

3.1.4 MINAAOULUUTIARY
nasnliaiminuwtasuudtaes ntuiumtnlauitunsunagey
wUUTIRB e UIEARNAYR AR LAITRYAYB AR N LYY (2) Ingldyatayadiniy

NAABULUUINADY 99 Algorithm 3

Algorithm 3: Calculating the final prediction for the weighted voting ensemble
Input: Test set
1: Given a set of the classifiers c=(c;, ¢, ..., ¢),
a set of the member of the test set z=( z,, z,, ..., ),
a set of the class n=(n,, n,, .., n)
forz € 1to(do
for i €1 to c do
for j < 1tomdo
newTPW _probability,, < Probability,, x newTPW,
newAPW probability, < Probability,, x newAPW ,
pred_TPW, €& max (newTPW probability,,),
pred_APW; < max (sum (newAPW probability,,) / ((the number of c))

N R AN S U - - R

end for
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10: end for
11: end for

Output: the final prediction class of each instance of the member (z)

M5 13 FI08NNANITVIINIEAAIAVIYATOYAT 1T UNATOULUUTIAILUUNA LA T

C(1) | C(2) | C(3) | C(4) | C(5) | C(6) | C(T) | C(8) | C(9) | C(10) | Created-At
1 0 0 0 0 0 0 0 0 0 2018-04-23
1 0 0 0 0 0 0 0 0 0 2018-04-20
1 0 0 0 0 0 0 0 0 0 2018-04-04
0 1 0 0 0 0 0 0 0 0 2018-04-03
0 1 0 0 0 0 0 0 0 0 2018-03-11

wami‘v‘hmaﬂmaﬁuaaﬁgm%’mﬂaﬁm%’umaau WINNITYIUIBATINUDINITUD

AaNatY Az mueAiiy 1 mnldlgagimueasiniu 0 nduihdeyantaluimsesi

= v
AILLSATULAS

3.1.5 M WATILANNLLSATULAS

dieldraadinouresyntayad S uNAZaULUUIIRNBIATUNS 30 AU AU

U fay Y o a ~ &, = 9 o dd a X i Y}
NaaWﬁWi@‘Wq‘UﬁzLNUﬂ’ﬁﬂJﬁﬂqngﬂuiiﬂeﬁﬂJLﬂﬁq IG\IEJ‘U'WTJ']NQV]Lﬂ@GUUIULLWag'JUﬂJ@QﬂaWa

91N1513ATULASY (PaNd 1-9) WrAWIMLazUsELY welidiAa1adn 10 udulamsIzLdy

AAEDINITUARAUNR AY Algorithm 4

Algorithm 4: Calculating the score of the depressive symptom
Input: The final prediction class of each instance of the member
1: Given a set of the member of the test set z = (z,, z,, ..., 2/)
a set of the final prediction class of each instance m
a set of dates of the month date time = (date time,, date time,, ...)
a set of score of the depressive symptom of each instance s = (s1, s2, ...)
forz € 1to [ do
for j < 1tomdo
for dote_t/meél to 14 do
if prediction_class; == depressive_ symptoms then
total_score(z) € sum(score(s))

end if

O N o oA LN

end for




a1

9: if total_score(z) <= 27 and total score(z) >= 13 then
10: z < true

11: else

12: Z < false

13: end for

14: end for

Output: the final prediction of the member (z)

910 Algorithm 4 laaguiafian15un Prediction class N1ATUIUALLUUAT
UINTIFIUYDI DSM-5 criteria (UT57IAT 4-8) luszesiinn 2 dUavinideriias a1nsvedlsn
FUATING 9 9INTUTB 9 AATE FLNUIMIAIUINALKUY UiAA1E 10 ¥380IN715Y09AUTRIY
aglignihanArwinesiug nduihezkueINiUssiuiineduai (ussvian 9-13)

- 1 a - v sav v oA v v Y ]
vkl Ingran1suseliuvsanadnsnla Ae MnuARaTIlAALLUNTINALA 13 AsLU (2 =
true) yanatuiinnsduailaoimualidunata Yes mnazwuusutosnin 13 aswuu (z

= false) yaratuUnAvsalilnnzduaslaeivualindunaia No

Prediction Class
10 10
0 | ] o
7
™
6
-
4 4
4 - -
- I ™
.
1 1 1
i - -
0 Day
) 1 € 8 10 11 1 1 1 1 16
2
Total score
O
Class Yes/No
Example Total score=11 > Class No

2INT] 6 UAANNINTIUAITLIAUIYDIAAITNITUSUUTUN 198 TUAT)
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Fan9 6 Tuu? 6 way Juf 14 eaaruieduaatan 10 WuralaeIn1suad
Au UL A I UINAZL LY AZLUUSINMNAU 11 AzbuY sedudndunata No @eliil

AITTULAST

3.2 n3iaUszAniainnisinuunlsaduaiideauanvasdayaainaufawiusiuiu

AMANBAIZATN

Ensemble model
Unweighted voting

Data collection
Training model

Training set Optimal feature
selection model

I'm a worthless %
Support vector | |
machines
Test set Data —
preprocessing Decision tree |l

1S5 K-nearest »
neighbors
= Gradient boosting |yl
i tree

Generalized linear |yl
model

e

4- Ensemble

5- Ensemble

6- Ensemble

i

v
Final class prediction
Depressive analysis
using DSM-5 criteria
Evaluation

Weighted voting

| 3-TPW

4-TPW 4-APW

Weighted vote combiner

I

5-TPW

6-TPW

v

|

M7 7 TuneunIsinlseansnmnsTmunlsadua g e vl ToyanInA AN

SAAURANYULNIN

1Y [ a

A15IPUTLANTAINN1TI L UNTSATULAS A8 AENBULTOUAINNAMUAAIUTIUAU

q

AANBAENIN TTngUssasduasTunaun1vinay fl

€
=

1. msmduiunudnuasiiminzandmiunisGouduvuiass fMauunussanild
Hun dnnofannmoiuusdu funeuisnisfieutulndiian dulidadula udniud
nefisuynhms wasfuvudaduilioiily dwsugedeyaluunieana

2. MsUFuUgsAntmin 2 3813 Ae §asnsviunegnussranadiney uazalade
anuazduvesninfinaatadiney ansadnsiliann yadeyadmiuBouduvudiass
msmamdnliuiasdinng anfsuunussnndmivaiauusasanistoud S
3,4, 5, way 6 isuun lnefvuaudagnguuesiiduundszamdeliadudnai
UsyAvEnnaduanannludos deil

1) 911U 3 fFun Usenaume dnnesaininesiusdu Muuuidadule

MU wazudnwiueg
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2) MU 4 AITWUN UTLNDUAIY FUNDIALINADIUUITU FILUULTIEUTY
gl wBug waznsFeuynies

3) 91U 5 MITWUA UTENDUAIY FNNDIALINADIUUTTU FILUULTUE UL
fialu widug nsnfeuyniend uasduldifaduls

4) MU 6 AITWUN UTLNDUAIY TUNDIALINADILUITU AILUULT WY
falU wdwud nefieuynhems smilddnaule uasduneuiBninfieuthulnddian

3. msUSeuifisunadniszuineisinundssnnuuuiies 3anssumadanuulyl
Smuntvein wardsnisdumdanuuivuntmin
SuneunsAdums Usznaudne dall
3.2.1 ANSTIUTILUDLA

U
uATedIdelaiiusiusiudoya J9d1u191n Twitter wae Instagram
2

Usenausigyntays

14 I

yadeyadl 1 dmiunsSeuiuuuiiass unmamiiidennuniudngulu
AMANUBTUTINUL Twitter wa Instagram veagfldaruiialy Uszneuse 9 81n1s ldus
vonfsenisveslsaduiain uay 1 o1n1sfivsvenisyanaund $1uau 5300 A Tne
vl 9 emaduranadneuauiulsaduiaih (Depression class) way 1 91M15YAAA
Unfdurananuiiliidulsaduadh (Non-depression class)

yateyail 2 dwiunedeunuuinass savTImnMsinaitenunSingy
waznniigninadlnetnuans dndesuasg@ifiveidos uu Twitter §112u 47 Ay Uszneude
yaraiUameindulsaduai $1uiu 27 au way yanafiliidulsaduiai $1ud 20 au
Tnegldnuuiaraudoddnadiorusaiasiuluszerina 2 dUamiduly

M5 14 UaANTININNINDINMITINGAYIYANATOY

a1nu U (AL) AN JaAu
aufidulsaBued 27 20,830 17,415
aufilidulsadued 20 9,511 14,501
394 47 30,341 31,916




AI5NT 15 UFAITIUIUNINDINUSTUVINA 1B NYUE9INTS

aq

A9 2IN13 WIYUIAN 7MUY AATE
AN
1 DITUAUTULAS #sadness #depressive 357
2 Auaulaanas #loss of interest #lose interest 252
3 | hmdnAaund H#appetite #hunger 842
4 | NMSUDURAUNR #sleepless #hethargy 317
5 | aunddu #un thinking #out thinking 299
6 iﬁﬂl%ﬁﬂ #ouilt #disgrace #dishonor 295 | depression
7 | s9neeeuwm@y | #tired #bored #fatigued 263
8 | mapdeulmdn #lackadaisical #lazy #loafing 281
#phlegmatic
9 | nveuIngngInnY | #suicidal #dangerous 293
#destructive
10 | Und #Happy #Enjoy #Smile 2,100 non-
depression
324 5,300

I'm a worthless
piece of shit

I'm dead

inside

Who needs plastic surgery when
you can transform your face with
a smile?

i 8 MegteyadmunIsiseusuuuTIae
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Dropping off books at Eleanor Roosevelt's monument

n @bookfairiesworidwide

as you can be in these strange times. And again, thank you to everyone
working so hard to keep us safe and well.

’ wen
. | am sending so much love to you, hoping you're ok and as well and happy

E

Xx

© 5,640 0 14K Q 160.7K Ul
[ 10| 11 |

| thought no one saw me

Fox 4

rida woman has been accused of driving a
‘ized shopping cart through a Target while
ing wine from the bottle and eating sushi a
imon rolls.

Q 19 1 180 Q 3948 s INGS

N 9 Faee19YeyadMTUNATEULUUTIABY

3.2.2 Msw3eutoya

I'm a worthless piece of shit

. X
o} =

Dropping off books at Eleanor Roosevelt's monument | "\
B k

@booktairiesworidwide

’I I'm a worthless piece of shit I

Text features

Cleaning
»

Dropping off books at Eleanor Roosevelt’s monument
#IWD #WDOurSharedShelf

#ADayWithoutAWoman @bookfairiesworldwide
En.Wikipedia.org/wiki/Eleanor_R...

Image features

Transform

I'm a worthless piece of shit

A
Removed
stop words

Combine
features
represent

>

4’{ Calculate color histogram

2997 10 LLH@\??TZJW@ZM754430@51‘!570771%1‘13

(% '
a o I

[

45

Tuauide

i nihaneaeuiiusenausieteninuwas A

Aatiuludunaunsnseutoyawnuean 2 dau Al

Y

UL YDIANN

1) Auanvazdonu (Text features) lutumeuiitonnulunmesnin
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dolddonunulunind 10 nduthdrdduneuniswisudeyaludiuvestonnuni
Sunouuarisnsh 3.1.1
2) Audnwnzdvesam (Image features) lufunoutlfiinamanusaana

WafuinmAINIsNszatedueenIneae3En1s RGB histogram Ineldaadanisnszanea
vasanudndn Taud duwns Ao uavdihitu ddaseddaus 0 fs 255 anduasiduadonis
mzma%ﬁlﬁﬂuamé’ﬂwmmaamwfuG] NIALIUNTNTE8E Nuinadanldiuan
fouunldiioniaudnvurdvoanin loun Aade (Mean) druidsauuninigiu
(Standard deviation: SD) kag@A1A1uy (Skewness) LHusu (El-Bendary, Hariri, Hassanien,
& Badr, 2015) Tuuiseildaiadsves dune @er uaztinwiin MsfuumALadsdves

audnan 1nauns (25) dannunsuszanana A9 Algorithm 5

Algorithm 5: Calculating the mean RGB histogram of images
Input: Image (a))

1: imageéimread(a)

2: meanRéO; meanGéO; meanBéO

3: [row, col, rgb] < size(image)

a: Channe(_co(oré 256

5: RGB < ['re) bl

6: if len(shape(image)) == 3

7 then img < reb2eray(image)

8: else img < img

9: end if

10: h/stogram(img)é zeros(rgb, channel_color)
11: for color € 1: reb

12: forM € 1:row

13: for N € 1: col

14: fori € 0: (channel_color - 1)

15: if img (M, N, color) == i

16: histogram(color, i + 1) < histogram(color, i + 1) + 1
17: end if

18: end for

20: meanR € sumRed(r, i+1)/(M*N)

21: meanG € sumGreen(g, i+1) /(M*N)

22: meanB € sumBlue(b, i+1) /(M*N)
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23: meanRGB € meanRGB(meanR, meanG, meanB)
24: end for

25: end for

26: end for

Output: meanRGB(Red, Green, Blue) value of the image(a)

52yATAI1Y UaL RGB histogram 1ifeAuldun Aadeduns Aadedilen
ANadsdnniu wazdonu 2ntuiinisuiudisveiunudazaudnuny (Data
normalization) Tivweainaiienfunnaudnumsuaslisimdnudaadnvuedieiing
Binary occurrence LLazﬁ'ﬂLﬁaﬂﬂmﬁﬂwmzﬁ%ﬁﬂﬂ%muﬁw%% Information gain lag
Fadonmu Topk et Ty Aedsduns Anadeden Atedetitu waveaa WY
dwsuaiamsiseusuuuinass ngluyadeyadmsun1sseusuudnaeaAnionuanie
awdididonailunimanvintu

1757991 16 208 NAMAN YL I

a9y YoRuUs AN85U"Y TR EHHE
1 Id A1RAUNN 10x00xxx
2 Text YOAINUAINAN Smile at strangers and you just might

change a life

3 MeanRed Aadedund 221.42
il MeanGreen | Aadediden 112.60
5 | MeanBlue | Awefedihdu | 11293
6 Class AR non-depression (0)

15999 17 fa089tegaa1msunITiTeusuuTIAed

No Text Mean | Mean Mean | Label

red green blue

1 | A single wish that has never come true 46.32 | 56.16 92.19 1

2 | You look pretty but you sound like a lie | 90.39 | 106.33 | 114.35 1

3 | because right now death sounds so 87.23 | 113.36 | 127.65 1
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No Text Mean | Mean Mean | Label

red green blue

Peaceful

4 | It's not you it's my anxiety 30.23 | 27.57 28.45 1

5 | 1guess | just want a love story in theend | 76.40 | 97.05 | 113.74 1

3.2.3 MILSEUTHUUIIRBY
a¥anuuSaesmusInIYesAd NI faus 200 - 1,700 Aadnvae Tne
Bonaudnuaziiesdiduainamiingy Topk wdthluadawuusaesiedasiuun
Uszian dwnedannnoiuuedu duneuitnisifiouthulndiian duldFadula undvud
nsnABuynAmS uaziuvudadulenaly dmsuluunieana s1uau 96 uuusiaes Lie
Wisuieudszansnmusazuuuitassuazidenuuuitassiivanzaniign laefia1sanain
AAnugndesiuat enuuudtaesiliszansnmiauazldnainisuszuiafimanzay
Wiotharlrmidneany Algorithm 1
3.2.4 MINAAOULUUTIABY
doldriminvosusaziuudiaesann Algorithm 2 thifeyayadl 2 $1uu 47
AU L maFoUAULUUTIa8as Algorithm 3 tilelWiuudiassiuieaataluusay Instance
vosganadauusazyana Inefl 1 muneds Sornisvedluraiatiug wag 0 vanefls lifloanis

Tupanatu 39 class(1) Wunananfionnisvedlsaduasn uaz class(0) Wunaauaraund

15191 18 989N 15YIIeRaIaYvesYaYeyad mTUnadeULUYTIaeUUlUL TR Id

Prediction class(1) Prediction class(0) Date Created
1 0 2018-06-07
1 0 2018-06-06
1 0 2018-05-24
1 0 2018-05-20
0 1 2018-05-21
1 0 2018-05-24
0 1 2018-05-25
0 1 2018-05-26
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3.2.5 M HATILANLLSATULAS
naansnlaanduneu 3.2.4 Fudunraradneuvesyndeyadmiunaasu
LUUTIADIATUNY 47 AU AnTuLNadnsnlainnisuseiivan1iznisdulsaduasiniu

TURDUVBY Algorithm 4

[

3.3 N159AUSEANS WUV

(%
av dAu

NUITEETAUTEANTA N LUUTIE0IMILAT ANYNABY AIULLUET ANTEEN LAz
Adelszansnmingsiu uaznmvegeulssavsanveswuudtaosigisnisuuseyadu

10 @7 (10-fold cross validation)



uni 4

NaN158LazaAUs1gNa

aov A « 9 A =2 % v o1 Ay s A o
N153981399 “N1sUTul§eIsnsnsnensallsaguasnludesu” IingussasAiinewmun
LY ad = k4 v 1Y aq < a [
nsrUIuNsUTuUTTIEMsMsnensallsadualudesumesnsidueuda Tngn1susuuse
A mnfvingauLay InUsEansnmnisduunenuan vugdeyaInANLARLUS WY
ANANEAEAIN HaN1TAEUNTITEY wazn1sefusienanIsvaaes dsivasiden Al

MI5799] 19 UaANTINIUNGUNITNAGBINITTIMUNUTLANUUUIAE?

N1SNARDY AIMUN NG MU

AMANEAE | WUUITABY

nsUSuUgsRninin mangauwas | 3 dadnuwun boun 31 93
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ﬁ’m’ml,ﬁamé’mmﬁﬁ'}magﬂLﬁﬂﬁﬁhﬁmﬁﬂmazﬂmamu Algorithm 2 WAgn15 TPW
way APW i maaeuUsAnSaInveIuuuinass a1 Algorithm 3 digyadayadimiu
VegeULUUSIa8s antwhmsiaszanznsdulsaduadin Algorithm 4 agldnadns
1 z finmeBuad uaznisifusuunsvhuisgnuazinueausiyanaia 30 Au ot
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Accuracy Time (Minute)
Features

NB RF KNN NB RF KNN
200 85.35 87.10 84.61 0.1 1.44 3.12
300 86.11 87.29 87.29 0.13 2.34 4.26
400 86.26 87.31 89.14 0.18 3.18 5.19
500 86.33 87.88 89.5 0.24 4.2 6.09
600 86.44 88.22 90.12 0.29 4.58 6.15
700 86.55 88.21 90.32 0.34 5.07 6.32
800 86.58 88.11 90.44 0.37 5.28 7.06
900 86.32 87.98 91.24 0.38 8.27 7.38
1000 86.77 87.92 90.35 0.4 1.27 8.1
1100 86.74 88.32 90.78 0.51 7.35 8.28
1200 86.54 88.45 90.78 0.55 8.02 9.18
1300 86.77 88.3 90.79 1.01 8.03 10.05
1400 86.52 88.25 90.93 1.09 12.38 10.52
1500 86.58 88.49 91.09 1.18 15.32 11.32
1600 86.56 88.09 91.2 1.25 14.51 12.25
1700 86.64 87.63 91.24 2.03 17.19 14.28
1800 86.36 88 91.24 1.4 19 14.38
1900 86.51 88.29 91.24 1.45 18.51 14.33
2000 86.01 87.88 91.03 1.58 22.37 14.42
2100 86.16 88.14 91.23 2.06 23.37 19.02
2200 86.1 87.76 91.2 2.11 24.34 17.22
2300 85.88 87.46 91.22 2.17 25.54 19.01
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Accuracy Time (Minute)
Features

NB RF KNN NB RF KNN
2400 85.89 87.96 91.34 2.24 27.44 18.52
2500 85.92 87.02 91.33 2.52 28.53 19.42
2600 85.77 87.43 91.36 2.38 29.6 20.36
2700 85.64 87.41 91.3 3.25 31.19 18.41
2800 85.44 87.37 91.38 3.24 31.3 19.45
2900 85.33 87.61 91.35 3.34 33.12 25.51
3000 85.34 86.19 91.36 4.07 37.22 27.42
4000 84.64 86.28 91.28 5.09 50.06 34.43
6000 83.53 82.97 91.22 8.48 83.4 43.08

2) MIBPUsLUUIIReS

Usganinmuuudnaesd@miunsiseusiuudnass meduiuamaneay 1,300

AMANBALY

1597 21 UsEaNEAIMUUUTIA0IT IS UNITISEUFUUUTIA0IY89NTOUNIT I8 1

NB RF KNN
Class

Precision | Recall | Precision | Recall | Precision | Recall
Depressive 87.90 91.07 96.56 89.83 84.08 96.30
Loss of interest 98.95 87.70 96.33 97.17 97.17 98.60
Appetite 94.30 87.13 97.09 90.17 92.82 95.20
Sleep 82.02 78.30 69.30 83.07 73.34 91.07
Thinking 91.97 86.23 93.46 89.53 91.49 78.17
Guilt 87.28 89.40 96.54 88.40 95.44 93.53
Tired 66.21 91.70 75.47 88.60 94.28 85.77
Movement 87.58 83.00 78.43 86.43 95.23 88.43
Suicidal 91.21 83.67 96.46 83.67 95.94 89.77
Normal 88.79 87.63 95.56 87.60 95.02 91.63

Accuracy 86.77 88.30 90.79
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21nAN597 21 wansUszansamuuudiassdmiunisieuiuvudiassdag
Suunudnuae 1,300 Aty nuimwuudaesiiaiisandituan KNN fanugndes
geanuaglirnmnusangsiiandinana Loss of interest wuud1assiiaisanusunesmelsas
finuududrlunisiiusudazaaalad lneddranuudugiganluudazaata laun
Depressive, Appetite, Thinking, Guilt, Suicidal tag Normal LazUUSasiad1aanu s
wé fanuwiugilunisviiuneaana Loss of interest gean Wiy 98.95% 3Bnsiiteutiu
Tndiigaiiannugnaeuiniigaiindu 90.79% usunouvelsaniinnugnsosviniu 88.30%
wazundliugiinmgndesiiosiianintu 86.77%

3) NIsnAABULUUTIABY

Usgdnsnmnisvaaounuuitassdnduundszinnuuuiien Bnisduwada
wuulsifmusdmimin waziuuimusaimn

§I5N9 22 USEANENINAITNAFOULUUTIAYDINTOUNI1TIIET 1

Precision Recall F1 Time
Models Accuracy
Yes No Yes No Yes No (Minute)
Single model
NB 56.25 | 57.14 | 60.00 | 53.33 | 58.06 | 55.17 56.67 10:02
RF 60.00 | 52.00 | 20.00 | 86.67 | 30.00 | 65.00 53.33 15:58
KNN 47.37 | 45.45 | 60.00 | 33.33 | 52.94 | 38.46 46.67 60:46

Ensemble model

Unweighted | 45.00 | 45.00 | 60.00 | 26.67 | 51.43 | 32.00 43.33 72:13

TPW 61.11 | 66.67 | 73.33 | 53.33 | 66.67 | 59.26 63.33 -

APW 63.16 | 72.73 | 80.00 | 53.33 | 70.59 | 61.54 66.67 -

1NAN9197 22 uansUsEANSAMANINAFEULUUTIa0s nuiuuiiansiiain
Brrsduwnidanuuiinuadidiminuuy TPW uaz APW Sarmgndesunnndt 38n1sidu
wdanuuldimunatmin Tnedsnsfmusdimiinuuy APW fdnugniesgsan 7
66.67% flAAuTEAngsgail 80.00% wazAadsUszansnmlassim 70.59% lurataves
yanaruiidulsaduei wuuiaesiasieusuneuoisadlimeuseangsand 86.67%
Tunanavesyaraauiiliifulseduiai lneinsdurmdauuudmuasnisdnuuy TPW
uag APW A1u84a1n Algorithm 1- Algorithm 4 Alganthutnunandswunlssnwuy

‘N‘ = ]
Wen Jlduanaanlunisuseanana
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NVUUINAFNEVDINTNAFDUBLUUIIADIUIIATIENANUBANFAIITENINITNS

Wuwudawvuninuaattindnmazwuvlidinuaaidindneaie3Sn1sni19ana Paired

a o LY

samples t-test WileNAgOUANNAFIUNIEDRA TnTEAUAULONY wazseiuled1Ayves

Uszansninlunsazisnis davuals HO As Uszansamvesisnisduwuidawuuly

a

fvunAl H1 s Usgansaimaadisnisduwudanuuninunel IngJaseauainuidosiud

]
v v o w A

95% wagszauusaIngn 0.05

o

#715N9] 23 Han153tATIEY Paired samples t-test

95% confidence
0 interval of this Sig
o Methods Mean S.D. SEM t
O difference (2-tailed)
Lower Upper
Unweighted | 52.143 | 7.525 | 4.344
-18.426 | -11.360 | 18.140 | 0.0030
@ TPW 67.037 | 6.118 | 3.532
” | Unweighted | 52.143 | 7.525 | 4344
-22.878 | -13.336 | 35.926 | 0.0008
APW 71.250 | 8.439 | 4.873
Unweighted | 34.557 | 9.429 | 5.444
-32.820 | -17.573 | 14.221 | 0.0049
o TPW 59.756 | 6.684 | 3.859
pd
Unweighted | 34.557 | 9.429 | 5.444
-31.593 | 24.3604 | 33.286 | 0.0009
APW 62.533 | 9.738 | 5.622

A < | ad < a o 3 g | a a
AN 23 wanaunuIninsueuilasuuimuadivin dusednsam
| ad 1o 3 g ! Ao o v A g & [
wnndnsnswuuliimvuerdminegelfeddyn 0.05 Mpanavesyaraiiluuazliidy
lsngues avviouliiuinisnisusuupaminiladnaueinadnsfiuand1991n38nsuuy
Lifwvuaddmin msngaudgwiuihluussendldsevseiieimulngs
A Y o ax < & ° S e a a o
Pnwadle JuiTBnsvuwdanuuimusanhvdnlunegeuussansamiy
yatoyalvilumunseunuiden 2
4.1.2 nan1sinUszansninnisdnwunlsaduaiime audnvasdoyaainaufnmiu
FIUAUAMNBAULAMN
1) MsmInugudnvuginitgandmiun1sisgusuuudnass 31U 96

wuudaed Usenaume wuudnaedlddnuiunnanuuy 158970 200-1,700 Aasdnuynle feda
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NB SVM KNN DT GLMs GBT
Features
Acc Time(s) Acc | Time(s) | Acc |Time(s)| Acc |Time(s)| Acc Time(s) | Acc | Time(s)
200 91.51 97 91.17 98 7191 94 78.09 90 92.47 95 80.53 110
300 92.72 96 92.32 99 72.02 97 77.57 89 92.66 91 80.53 135
400 93.30 95 93.42 99 71.94 102 77.40 111 93.32 95 80.53 137
500 92.83 98 93.66 104 7217 115 17.26 102 93.79 104 80.53 167
600 93.32 97 94.26 102 72.19 117 77.25 95 94.02 91 80.53 168
700 92.83 99 94.38 107 72.08 119 77.25 105 94.08 108 80.53 165
800 92.85 99 94.87 109 72.02 163 77.25 103 94.09 117 80.53 166
900 93.68 91 95.75 111 1217 174 77.25 104 94.26 100 80.53 161
1000 92.89 101 95.68 115 72.04 176 77.25 104 94.34 118 80.53 161
1100 92.49 100 96.08 112 72.08 184 77.25 98 94.57 176 80.53 175
1200 91.85 97 96.36 113 72.00 199 77.23 105 94.70 118 80.53 176
1300 91.11 102 96.40 111 71.98 199 77.13 103 94.57 162 80.53 173
1400 91.05 104 96.55 102 7177 207 77.13 105 94.62 115 80.53 172
1500 92.43 96 96.94 107 71.85 205 77.13 114 94.58 108 80.53 185
1600 93.49 95 96.81 115 71.91 212 77.13 101 94.55 107 80.53 168
1700 97.34 96 96.85 114 72.02 205 77.13 100 94.51 103 80.53 183
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2) nsisgusiuudnaes
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MI5999] 25 Usean50ImLuUTI189a 15 U1 5i58UFHUYT 19899890 T0UN TSIV 2

Precision Recall F1
Classifiers Accuracy
Yes No Yes No Yes No
SVM 97.75 9291 95.16 9291 96.44 94.75 95.75
GLMs 95.71 92.12 94.75 93.52 95.71 92.12 94.26
NB 97.89 88.22 91.50 97.00 94.59 92.40 93.68
GBT 86.51 72.84 80.19 80.95 83.23 76.68 80.49
DT 74.00 93.97 98.00 47.52 94.33 63.12 78.00
KNN 75.60 66.18 79.59 60.86 77.54 63.41 72.04

1nAN5197 25 wansUsEansamuuudiassdmiunisieuiuvudiassdae
F1uuguanYuE 900 Audnvay WUILUUdiaesfiaienin dunesannmesunedy i
mNugnAeIgIgn dAnnuusiuglunsineudazaanadia sesawn fo fuuuiadud
yhluuagundug awadu Tasuuudrassiiaieandulddaaulaliminiusean geiiand
panaidulsafuad anUszansnimusanuusiass 3ahunUszanananiy Algorithm 2
diglaniminlundagiinisuaziilunadeuuszaniamuuuiiassiegndoyadmiy
NAABULUUINABIANY Algorithm 3 mﬂﬁ'uﬁ']ﬂa’laﬁlﬁwiqﬂmamamm%mﬂaﬁm%’umaau
WUUIRRIMNINNTIASIEA N sITUlsATIAS 1L Algorithm 4 agldnadnsin z fn1e
T LLﬁBﬂ’]iﬁUﬁ’m’mﬂ’]iﬁ’m’mgﬂLLaSﬂ?iﬁﬂU?Sﬂﬂ%@ﬂLLﬁiuﬂﬂaﬁgﬂ 47 Au il
AUMUsEANEAMLUUIIADS
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Uszdnsamnismadeuuuuitasauuiien Bnaduindauuulsdmuae
il wagdBnadumadadimuad i

o A

§I5NI 26 USEaNENINAITNATOULUUTIAYDNNTOUNITIVEN 2

Precision Recall F1 Time
Model Accuracy
Yes No Yes No Yes No (Minute)

Single model

SVM 88.46 | 80.95| 85.19 | 85.00 | 86.79 | 82.93 | 85.11 5.19




59

GLMs 85.19 | 80.00 | 85.19 | 80.00 | 85.19 | 80.00 82.98 5.40
NB 88.24 | 60.00 | 55.56 | 90.00 | 68.18 | 72.00 70.21 5.45
GBT 88.46 | 80.95| 85.19 | 85.00 | 86.79 | 82.93 85.11 5.32
OT 88.46 | 80.95| 85.19 | 85.00 | 86.79 | 82.93 85.11 4.18
KNN 81.25 | 54.84 | 48.15 | 85.00 | 60.47 | 66.67 63.83 37.45

Unweighted ensemble

3-ensemble | 85.71 | 84.21 | 88.89 | 80.00 | 87.27 | 82.05 85.11 32.39

4-ensemble | 83.33 | 69.57 | 74.07 | 80.00 | 78.43 | 74.42 76.60 31.54

5-ensemble | 85.71 | 84.21 | 88.89 | 80.00 | 87.27 | 82.05 85.11 31.36

6-ensemble | 85.19 | 80.00 | 85.19 | 80.00 | 85.19 | 80.00 82.98 33.03

Weighted ensemble

3-TPW 85.71 | 84.21 | 88.89 | 80.00 | 87.27 | 82.05 85.11 32.43
4-TPW 88.89 | 85.00 | 88.89 | 85.00 | 88.89 | 85.00 87.23 32.51
5-TPW 85.71 | 84.21 | 88.89 | 80.00 | 87.27 | 82.05 85.11 33.04
6-TPW 85.71 | 84.21 | 88.89 | 80.00 | 87.27 | 82.05 85.11 33.16
3-APW 85.71 | 84.21 | 88.89 | 80.00 | 87.27 | 82.05 85.11 31.29
4-APW 88.89 | 85.00 | 88.89 | 85.00 | 88.89 | 85.00 87.23 31.54
5-APW 83.33 | 88.24 | 92.57 | 75.00 | 87.72 | 81.08 85.11 32.39
6-APW 85.71 | 84.21 | 88.89 | 80.00 | 87.27 | 82.05 85.11 31.33

INANT NN 26 WEAAIUTLENTAINNITNAFBULUUINEDT NUILUUINADINAS
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wdnug rnanusEangaand 90.00% Turanavesynraaunlidulsadiues wuudnaesd
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FIGHT LIKE
YOUR WORLD
DEPENDS ON IT.

{ e e
\ | stand with all the women who have been sexually harassed, and am
awestruck by their bravery. This mistreatment of women has to stop.

Q 1,367 1 40.2K Q 1885K &

Eiiima Watso; 221

| am sending so much love to you, hoping you’re ok and as well and happy
as you can be in these strange times. And again, thank you to everyone
working so hard to keep us safe and well.
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