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บทคัดย่อ 

  
โรคซึมเศร้าเป็นโรคทางจิตเวชเกิดจากความไม่สมดุลของสารเคมีในสมองที่มีผลต่อ

อารมณ์ ความคิด ความรู้สึก การแสดงอาการของผู้ป่วยมีความแตกต่างกันอยู่ที่ระดับความรุนแรง
จนถึงการท่าร้ายตนเอง จนน่าไปสู่การฆ่าตัวตาย โดยเฉพาะกลุ่มผู้ป่วยวัยรุ่นและวัยท่างานมีความ
เสี่ยงสูงต่อการเสียชีวิตจากการฆ่าตัวตาย จึงจ่าเป็นต้องมีวิธีการพยากรณ์โรคซึมเศร้าเพื่อหาแนว
ทางการป้องกันและการรกัษาที่เหมาะสม มีงานวิจัยจ่านวนมากได้น่าข้อมูลการแสดงความคิดเห็นผ่าน
โซเชียลมีเดียเป็นการสะท้อนถึงอารมณ์ ความนึกคิดของผู้ใช้งานแต่ละคน ซึ่งได้น่าเสนอวิธีการการ
ปรับปรุงการพยากรณ์โรคซึมเศร้า โดยใช้เทคนิคเหมืองข้อมูลและส่วนใหญ่เป็นการพยากรณ์โดยใช้ตัว
จ่าแนกประเภทแบบเดี่ยว แต่ในงานวิจัยนี้ได้น่าเสนอวิธีการปรับปรุงค่าน้่าหนักที่เหมาะสมเพื่อการ
ปรับปรุงเทคนิคเหมืองข้อมูลโดยใช้วิธีการเอ็นเซมเบิล ทั้งแบบก่าหนดค่าน้่าหนักน้่าหนัก  2 วิธีการ 
ได้แก่ อัตราการท่านายถูกของคลาสค่าตอบ และค่าเฉลี่ยความน่าจะเป็นของการเกิดคลาส
ค่าตอบ โดยมีรายละเอียด ดังนี้  1) คุณลักษณะข้อมูลจากความคิดเห็น  ร่วมกับคุณลักษณะ
ภาพ ด่าเนินการสกัดคุณลักษณะด้วยวิธีการ Binary term occurrence 2) คัดเลือกคุณลักษณะที่
เหมาะสมด้วยวิธีการ Information gain ข้อมูลที่ ใช้ ในการทดสอบน่ามาจาก  Twitter และ 
Instagram ซึ่งเป็นชุดข้อมูลแบบหลายคลาส และแบบไบนารีคลาส 3) เปรียบเทียบและวัด
ประสิทธิภาพการจ่าแนกโรคซึมเศร้าจากแบบจ่าลองทั้งหมด 3 ประเภท ได้แก่ ตัวจ่าแนกประเภท
แบบเด่ียว วิธีการเอ็นเซมเบิลแบบไม่ก่าหนดค่าน้่าหนัก และวิธีการเอ็นเซมเบิลแบบก่าหนดค่าน้่าหนัก 
โดยวิธีการเอ็นเซมเบิลแบ่งออกเป็น 4 กลุ่ม ตามจ่านวนตัวจ่าแนกประเภท ประกอบด้วย 3-เอ็นเซม
เบิล 4-เอ็นเซมเบิล 5-เอ็นเซมเบิล และ 6-เอ็นเซมเบิล และ 4) ทดสอบนัยส่าคัญด้วยวิธีการ Paired 
samples t-test เพื่อเปรียบเทียบความแตกต่างระหว่างประสิทธิภาพของวิธีการเอ็นเซมเบิลแบบ
ก่าหนดค่าน้่าหนักและแบบไม่ก่าหนดค่าน้่าหนัก  

ผลการทดลองแสดงให้เห็นว่า การปรับปรุงค่าน้่าหนักที่เหมาะโดยวิธีเอ็นเซมเบิลแบบ
ก่าหนดค่าน้่าหนักมีประสิทธิภาพดีกว่าวิธีการเอ็นเซมเบิลแบบไม่ก่าหนดน้่าหนักและตัวจ่าแนก
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ประเภทแบบเดี่ยว มีความถูกต้อง 66.67% และ 87.23% ค่าความแม่นย่า 72.73% และ 88.89% มี
ค่าระลึก 80.00% และ 92.57% และค่าเฉลี่ยประสิทธิภาพโดยรวม  70.59% และ 88.89% 
ตามล่าดับ โดยวิธีการเอ็นเซมเบิลแบบก่าหนดค่าน้่าหนัก มีประสิทธิภาพมากกว่าวิธีการแบบไม่
ก่าหนดค่าน้่าหนักอย่างมีนัยส่าคัญที่  0.05 ทั้งคลาสของบุคคลที่เป็นโรคซึมเศร้าและบุคคลปกติ 
แบบจ่าลองมีความเหมาะสมส่าหรับน่าไปประยุกต์หรือพัฒนาเพื่อใช้งานในอนาคต แต่ควรพิจารณา
ถึงอัตราส่วนระหว่างชุดข้อมูลคลาสอาการของบุคคลปกติและอาการบุคคลคนที่เป็นโรคซึมเศร้าของ
ชุดข้อมูลส่าหรับการเรียนรู้แบบจ่าลองในคลาสอาการของบุคคลปกติมีจ่านวนน้อยกว่ามาก จึงท่าให้
เรียนรู้ชุดค่าได้น้อย 

 
ค่าส่าคัญ : การปรับปรุงเทคนิคการพยากรณ,์ การจ่าแนกข้อมูล, ค่าน้่าหนักความน่าจะเป็น, การ
จ่าแนกโรคซมึเศร้า, เอ็นเซมเบิล 
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ABSTRACT 

  
Depression disorder is a mental illness caused by unbalanced levels of 

brain chemicals, which affect emotions, thinking, and feelings.  Depressive patients 
exhibit different symptoms depending on the severity. It can range from self-harm to 
suicide.   Especially, younger patients and working-age patients are more at risk of 
committing suicide.  Early identification of depression disorder is needed so that 
appropriate preventative and curative care can be implemented and provided in 
time.  Many studies have used social media post data to find indications and 
interpretations of the emotions, feelings, and thoughts of each social media user. To 
improve the classification of depression, data mining techniques were widely 
presented and most of them employed a single classifier. This research proposes two 
weight adjustment methods for better fitting the weights to improve the weighted 
voting ensemble of the data mining technique: 1) true positive weighted rate, and 2) 
average probability weighted as detailed below: 1) Extract the features into opinion 
features and image features by using binary term occurrence, 2) Select the optimal 
number of features by using the information gain method. The test data is publicly 
available on Twitter and Instagram.  The datasets are multi-class and binary-class 
data, 3) Compare and measure the effectiveness of the three classification models: 
single classifier, unweighted voting ensemble, and weighted voting ensemble, and 
the ensemble method is grouped into four groups:  3-Ensemble, 4-Ensemble, 5-
Ensemble, and 6-Ensemble classifier ensembles, and 4)  Test the statistical 
significance using a paired samples t-test to compare the differences of the 
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effectiveness of weighted voting ensemble and unweighted voting ensemble models. 

The results indicate that the weighted voting ensemble with a better 
fitting weight adjustment is more effective than the unweighted voting ensemble and 
single classifier.  The result shows a maximum accuracy of 66.67%  and 87.23% , a 
precision of 72.73% and 88.89% , recall of 80% and 92.57% , and F1 of 70.59% and 
88.89% , consecutively. The weighted voting ensemble statistically performs better 
than the unweighted voting ensemble at the significance level of 0. 05 for both 
normalcy and depression classes of data.  The method can be further applied or 
developed in the future with careful consideration of the ratio of datasets of both 
classes in the training set. The number of datasets of the normalcy class is much less 
than that of the depression class. 

 
Keyword : Improving data mining, Classification, Probability-weighted, Depressive 
disorder classification, Ensemble learning 
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เป็นแรงผลักดันและเป็นก่าลังใจส่าคัญให้ตลอดเวลาในการศึกษาเล่าเรียน หากวิทยานิพนธ์ฉบับนี้ มี
ประโยชน ์และคุณค่าทางการศึกษา ผู้เขียนขอยกความดีทั้งหมดให้กับบุคคลที่ผู้วิจัยได้กล่าวถึง 
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บทที่ 1 
บทน า 

1.1 ที่มาและความส าคัญของปัญหา 
โรคซึมเศร้า (Major depressive disorder: MDD) เป็นอาการเจ็บป่วยทางจิตที่ผู้ป่วยจะเกิด

อารมณ์ซึมเศร้า หดหู่ ร้องไห้ง่าย สิ้นหวัง รู้สึกด้อยค่า จนไม่มีความสนใจต่อกิจกรรมหรือสถานการณ์
ที่ต้องเผชิญ อย่างน้อย 2 สัปดาห์ (Negrão & Gold, 2007) ความรู้สึกเหล่านี้เกิดจากความไม่สมดุล
ของสารสื่อประสาทสมองที่มีผลต่อความคิด ความรู้สึก อารมณ์และพฤติกรรม ส่งผลท่าให้มีสภาวะ
ของโรคซึมเศร้า โดยสามารถเกิดขึ้นได้ในทุกเพศทุกวัยเหมือนกับโรคทางกายอื่นทั่วไป ปัจจัยที่มีผลต่อ
การเสี่ยงเป็นโรคภาวะซึมเศร้า ได้แก่ ความเครียด การถูกสังคมรังเกียจ สภาพทางจิตใจที่เกิดจากการ
เลี้ยงดู การเผชิญสถานการณ์เลวร้าย พฤติกรรมและลักษณะนิสัยเฉพาะ เป็นต้น อาการและความ
รุนแรงของผู้ป่วยโรคซึมเศร้าในแต่ละประเภทมีลักษณะเฉพาะตัว เช่น การขาดความภูมิใจตนเอง การ
ขาดความสนใจในกิจกรรมที่ท่าให้สุขใจ อาการอ่อนเพลียไร้เรี่ยวแรง อาการปวดเมื่อยร่างกายโดยไม่มี
สาเหตุ นอนหลับยาก นอนหลับมากเกินไป อาการหลงผิดหรือเกิดอาการประสาทหลอน แยกตัวออก
จากสังคม ไม่มีสมาธิ อาจร้ายแรงถึงท่าร้ายตัวเอง การคิดฆ่าตัวตาย (Mousavian et al., 2018; 
Ramanuj et al., 2019) องค์การอนามัยโลก (World health organization: WHO) พบว่าในปี 
2564 มีผู้ป่วยโรคซึมเศร้าราว 280 ล้านคน (WHO, 2021) ประเทศที่มีจ่านวนผู้ป่วยโรคซึมเศร้ามาก
ที่สุด ได้แก่ ยูเครน (6.3%) สหรัฐอเมริกา (5.9%) เอสโตเนีย (5.9%)  ออสเตรเลีย (5.9%) และ
บราซิล (5.8%)  ตามล่าดับ (Depression Rates by Country 2021, 2021) โรคซึมเศร้าเป็นสาเหตุ
อันดับสองของการฆ่าตัวตาย โดยเฉพาะผู้ป่วยโรคซึมเศร้าวัยรุ่นและผู้ใหญ่จะมีความเสี่ยงเสียชีวิตจาก
การฆ่าตัวตายหรือมีอาการร่วมกับความผิดปกติทางอารมณ์ชนิดอื่นเกิดขึ้น จากสถิติมีผู้ฆ่าตัวตายราว 
700,000 คน ต่อปี กลุ่มที่มีอัตราการฆ่าตัวตายสูงอายุระหว่าง 15-29 ปี และมีผู้ป่วยโรคซึมเศร้าอีก
จ่านวนมากที่ล้มเหลวในการฆ่าตัวตาย (WHO, 2021)  

การวิจัยเกี่ยวกับผลกระทบจากโซเชียลมีเดีย (Lin et al., 2016) พบว่าคนอายุระหว่าง 19-32 ปี 
ที่มีการใช้งานโซเชียลมีเดียบ่อยๆ หรือปริมาณมากๆ มีโอกาสเสี่ยงต่อการเกิดภาวะซึมเศร้าสูงมาก 
สาเหตุที่โซเชียลมีเดียมีความเกี่ยวพันกับภาวะซึมเศร้าเพราะจิตใจของมนุษย์เกิดความอ่อนไหวได้ง่าย 
เมื่อได้เห็นหรืออ่านโพสต์ของคนอื่น เนื่องจากการเห็นคนอื่นมีความสุขอาจท่าให้เกิดความอิจฉาหรือ
น้อยเนื้อต่่าใจสะสมเป็นระยะๆ อาจรวมถึงการก่าหนดเกณฑ์การมีความสุขของตนเองตามคนอื่นที่ได้
เห็นจากโซเชียลมีเดียโดยไม่รู้ตัว และในปี 2565 พบว่ามีบัญชีผู้ใช้งานสื่อโซเซียลมีเดียทั่วโลก 465 
ล้านบัญช ี(Simon, 2022) รูปแบบข้อมูลที่ใช้ในโซเชียลมีเดีย ได้แก่ ข้อความ ภาพน่ิง ภาพเคลื่อนไหว 
วิดีโอ อิโมติคอน กิจกรรมการใช้งาน และอื่นๆ จากจ่านวนผู้ใช้งานและความถี่ในการใช้งาน จึงท่าให้
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เกิดข้อมูลมหาศาลที่สามารถน่ามาวิเคราะห์หาความรู้ สามารถตอบโจทยพ์ฤติกรรมการแสดงออกของ
มนุษย์เพื่อหาแนวทางในการแก้ไขปัญหาเกี่ยวกับโรคซึมเศร้า การส่ารวจงานวิจัยด้านสุขภาพจิตที่ได้
น่าข้อมูลพฤติกรรมการแสดงออกผ่านแพลตฟอร์มโซเชียลมีเดียมาศึกษาและวิเคราะห์ข้อมูล แสดงถึง
การให้ความส่าคัญในการวิเคราะห์ด้านสุขภาพจิตของผู้ใช้โซเชียลมีเดีย (Harrigian et al., 2021)   

งานวิจัยที่วิเคราะห์ข้อมูลจากการใช้งานโซเชียลมีเดียมักจะมีความเกี่ยวข้องกระบวนการเหมือง
ข้อความได้มีวิธีการทดลองที่ความแตกต่างกันไปตามวัตถุประสงค์ของงาน เช่น การคัดกรองข้อความ 
การคัดเลือกคุณลักษณะ ตัวจ่าแนกประเภท และการวัดประสิทธิภาพ การศึกษาเกี่ยวกับการจ่าแนก
ภาวะซึมเศร้า ได้แก่ การจ่าแนกประเภทอาการของโรค การจ่าแนกการมีภาวะซึมเศร้า การจ่าแนก
ระดับความรุนแรง และอื่นๆ ในการจ่าแนกภาวะซึมเศร้าเหล่านี้ จึงจ่าเป็นต้องมีตัวจ่าแนกประเภท
และวิธีการที่เหมาะสมกับชุดข้อมูลที่น่ามาทดสอบเพื่อน่าไปแก้ไขปัญหาที่ถูกต้อง รวมทั้งขั้นตอนการ
เตรียมข้อมูลถือว่าเป็นขั้นตอนที่ส่าคัญที่ท่าให้ประสิทธิภาพแบบจ่าลองเพิ่มขึ้นได้ มีการประยุกต์ใช้
การท่าเมืองข้อมูลในขั้นตอนการคัดเลือกคุณลักษณะของข้อมูลส่าหรับพัฒนาแบบจ่าลองการจ่าแนก
โรคซึมเศร้า (Mousavian et al., 2018; Doenribram et al., 2019; N. Zhang et al., 2019; W. 
Zhang et al., 2020) วิธีการคัดเลือกคุณลักษณะเหล่านี้จะช่วยในการลดมิติข้อมูล ลดเวลาการ
ประมวลผล ช่วยเพิ่มประสิทธิภาพ และงานวิจัยอื่นที่มุ่งเน้นการปรับปรุงกระบวนการการเตรียม
ข้อมูลเพื่อช่วยเพิ่มประสิทธิภาพการท่างานของโมเดลให้ดียิ่งขึ้น เช่น การหาค่าผิดปกติ  (Kuo et al., 
2018) การระบุค่าของคลาสที่ผิด (Nuankaew & Thongkam, 2020) การปรับความไม่สมดุลให้
ข้อมูล (Sawangarreerak & Thanathamathee, 2020)  

วิธีการคะแนนเสียงข้างมาก (Voting ensemble method) เป็นวิธีการหนึ่งที่มีประสิทธิภาพ
ของวิธีการเรียนรู้เอ็นเซมเบิล (Ensemble learning) พัฒนาแบบจ่าลองเพื่อจ่าแนกข้อมูลในรูปแบบ
วิธีการที่ไม่ก่าหนดค่าน้่าหนัก (Unweighted) และวิธีการก่าหนดค่าน้่าหนัก (Weighted voting)  ทั้ง
สองวิธีการมีจุดเด่นและข้อบกพร่องที่แตกต่างกันตามชุดข้อมูลที่น่าไปใช้งาน และข้อจ่ากัดของแต่ละ
วิธีการจะมีผลกระทบต่อประสิทธิภาพการจ่าแนกประเภทของแต่ละวิธีการ วิธีการก่าหนดค่าน้่าหนัก
จะสามารถเลือกผลลัพธ์ที่มีค่าน้่าหนักมากที่สุดเพื่อเป็นค่าตอบในการท่านาย ช่วยลดปัญหาของ
วิธีการที่ไม่ก่าหนดค่าน้่าหนักได้ โดยเฉพาะกรณีที่การมีการใช้การรวมตัวจ่าแนกประเภทจ่านวนคู่ จะ
ไม่สามารถเลือกคลาสค่าตอบได้ถูกต้องได้ รวมทั้งในกรณีที่จ่านวนตัวจ่าแนกประเภทอ่อนแอ (Weak 
classifier) หรือตัวจ่าแนกประเภทที่ทายผลลัพธ์ผิดมีมากกว่าจ่านวนตัวจ่าแนกประเภทแข็งแรง 
(Strong classifier) หรือตัวจ่าแนกประเภทที่ทายผลลัพธ์ถูกต้อง จะส่งผลกระทบต่อประสิทธิภาพ
ของแบบจ่าลอง จึงมีนักวิจัยที่ ให้ความสนใจศึกษาเกี่ยวกับการปรับปรุงค่าน้่าหนักเพื่อเพิ่ม
ประสิทธิภาพการท่างานของแบบจ่าลองด้วยวิธีการและชุดข้อมูลที่แตกต่างกัน เช่น การปรับปรุงค่า
น้่าหนักที่เหมาะสมให้กับตัวจ่าแนกประเภทประเภทและคลาสค่าตอบตามประสิทธิภาพการท่านาย
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ด้วยขั้นตอนวิธีเชิงวิวัฒนาการ (Evolutionary algorithm) ส่าหรับชุดข้อมูลเอกสารออนไลน์ (Text 
documents online) (Onan et al., 2016) การเพิ่มประสิทธิภาพแบบจ่าลองด้วยวิธีการก่าหนดค่า
น้่าหนักจากค่าความน่าจะเป็นการเกิดคลาสค่าตอบส่าหรับวิธีการจ่าแนกประเภท (Rojarath & 
Songpan, 2021) แบบจ่าลองการท่านายด้วยวิธีการก่าหนดค่าน้่าหนักส่าหรับวินิจฉัยวัณโรค 
(Osamor & Okezie, 2021) แบบจ่าลองการท่านายด้วยวิธีการก่าหนดค่าน้่าหนักส่าหรับวินิจฉัย
โรคเบาหวานระยะเริ่มต้น (Sannasi Chakravarthy & Rajaguru, 2022)  

งานวิจัยนี้ผู้วิจัยได้ปรับปรุงวิธีการการพยากรณ์โรคซึมเศร้าในวัยรุ่น โดยวิธีการเอ็นเซมเบิลเพื่อ
ปรับค่าน้่าหนักที่เหมาะสมเพื่อเพิ่มประสิทธิภาพการท่านาย ผู้วิจัยได้น่าตัวจ่าแนกประเภทที่ได้รับ
ความนิยมส่าหรับน่ามาสร้างแบบจ่าลองในงานวิจัย จ่านวน 7 ตัวจ่าแนกประเภท ได้แก่ 1) นาอีฟเบย์ 
(Naive bayes: NB) 2) ซัพพอร์ตเวกเตอร์แมชชีน (Support vector machines: SVM) 3) ต้นไม้
ตัดสินใจ (Decision tree: DT) 4) ขั้นตอนวิธีการเพื่อนบ้านใกล้ที่สุด (K-nearest neighbors: KNN) 
5) แรนดอมฟอเรสต์ (Random forest: RF) 6) กราเดียนบูทติ้งทรี (Gradient boosting tree: GBT) 
และ 7) ตัวแบบเชิงเส้นนัยทั่วไป (Generalized linear model: GLMs) ตัวจ่าแนกประเภทเหล่านี้ถูก
น่ามาสร้างแบบจ่าลองเพื่อให้ก่าหนดค่าน้่าหนักการท่านายคลาสค่าตอบ และวิธีการคัดเลือกจ่านวน
คุณลักษณะที่เหมาะสมด้วยวิธีการ Information gain (IG) เพื่อลดจ่านวนคุณลักษณะ ลดเวลาการ
ประมวลผลแต่ได้ผลลัพธ์ที่มีประสิทธิภาพ ซึ่งใช้ข้อมูลการแสดงความคิดเห็นจากการใช้งานโซเชียล
มีเดีย (Social media) โดยเปรียบเทียบ ประสิทธิภาพระหว่างแบบจ่าลองที่สร้างด้วย 1) ตัวจ่าแนก
ประเภทแบบเดี่ยว (Single classifier) 2) วิธีการเอ็นเซมเบิลแบบไม่ก่าหนดค่าน้่าหนัก และ 3) 
วิธีการเอ็นเซมเบิลแบบก่าหนดค่าน้่าหนัก เพื่อเป็นแนวทางการในการวินิจฉัยโรคซึมเศร้าในเบื้องต้น 
เพื่อป้องกันการฆ่าตัวตาย ลดจ่านวนผู้ป่วย และการวางแผนการรักษาต่อไป 

 
1.2 ค าถามการวิจัย 

การแสดงความคิดเห็นจากโพสต์ผ่านโซเชียลมีเดียสะท้อนให้เห็นถึงอารมณ์และความนึกคิดของ
ผู้ใช้งานออกมาผ่าน ข้อความ ภาพนิ่ง ภาพเคลื่อนไหว และอื่นๆ เนื่องด้วยลักษณะการแสดงความ
คิดเห็นของแต่ละผู้ใช้งานมีความแตกต่างกัน บางผู้ใช้งานชอบแสดงความคิดเห็นหรือระบายอารมณ์
ด้วยข้อความ แต่ในบางผู้ใช้งานชอบใช้ภาพสื่อสารหรือใช้โทนสีแทนความรู้สึก การน่าเฉพาะข้อความ
แสดงความคิดเห็นมาวิเคราะห์เพียงอย่างเดียวอาจไม่ครอบคลุมในการน่าข้อมูลไปวิเคราะห์เพื่อ
จ่าแนกโรคซึมเศร้า ดังนั้นมีความเป็นไปได้หรือไม่ที่จะน่าข้อความ ข้อความจากภาพ และภาพ มา
วิเคราะห์เพื่อจ่าแนกโรคซึมเศร้าด้วยวิธีการการท่าเหมืองข้อมูล แต่เนื่องด้วยข้อความการแสดงความ
คิดเห็นจากโพสต์ผ่านโซเชียลมีเดียเป็นข้อมูลที่ไม่มีโครงสร้างประโยค (Unstructured data) หรือ
เป็นภาษาธรรมชาติ ซึ่งไม่สามารถระบุโครงสร้างที่แน่นอนได้ และอาจไม่ถูกต้องตามหลักไวยากรณ์
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ของภาษา ในงานวิจัยนี้ ได้ใช้ชุดข้อมูลมาจาก Doenribram et al. (2019)  ซึ่งเป็นชุดข้อมูลที่
ประกอบไปด้วยข้อความจากแฮชแท็กที่เกี่ยวข้องกับอาการของโรคซึมเศร้าและเก็บข้อมูลข้อมูลจาก
ภาพ คือ ข้อความจากภาพ และสีของภาพ เพิ่มเติม เพื่อเพิ่มคุณลักษณะที่อาจมีผลต่อการจ่าแนกโรค
ซึมเศร้า โดยเกิดค่าถามเพื่อท่าให้เกิดการวิจัย 2 ข้อ ดังนี้ 

ค่าถามการวิจัยที่ 1: การปรับปรุงค่าน้่าหนักที่เหมาะสมและปรับปรุงวิธีการเหมืองข้อมูลโดย
วิธีการเอ็นเซมเบิล จากค่าถามการวิจัยที่ 1: เนื่องจากการทดลองของ Doenribram et al. (2019) 
เพื่อจ่าแนกอาการโรคซึมเศร้าจากพฤติกรรมการโพสต์ข้อความบน Twitter โดยใช้วิธีการแบบไม่
ก่าหนดค่าน้่าหนักเพื่อท่านายค่าตอบสุดท้าย พบว่า การท่านายผิดเกิดการจากการให้คะแนนโหวตที่
ผิดพลาดเนื่องจากตัวจ่าแนกประเภทอ่อนแอ แต่มีจ่านวนที่มีมากกว่าจึงให้ผลท่านายที่ผิดพลาด 
ดังนั้นหากมีการก่าหนดค่าน้่าหนักให้ค่าตอบที่ตอบถูกต้องมากกว่าค่าตอบที่ผิดด้วยการปรับปรุงค่า
น้่าหนักให้คลาสค่าตอบจากความน่าจะเป็นของการเกิดคลาสค่าตอบ จะช่วยเพิ่มประสิทธิภาพการ
จ่าแนกโรคซึมเศร้าได้หรือไม่ 

ค่าถามการวิจัยที่ 2: การวัดประสิทธิภาพการจ่าแนกโรคซึมเศร้าด้วยคุณลักษณะข้อมูลจากความ
คิดเห็นร่วมกับคุณลักษณะภาพ จากค่าถามการวิจัยที่ 2: จากข้อมูลการโพสต์เพื่อแสดงความคิดเห็น
ของผู้ใช้งานบนโซเชียลมีเดียมีหลายลักษณะ เช่น ข้อความ ข้อความจากภาพ ภาพนิ่ง ภาพเคลื่อนไหว 
เป็นต้น ลักษณะข้อมูลเหล่านี้บ่ งบอกถึงความรู้สึก อารมณ์  การมีส่วนร่วม ณ เวลานั้น  ๆ 
(Choudhury et al., 2016; Wendlandt et al., 2017) ที่ ผู้ ใช้งานได้แสดงออกมาในลักษณะ
แตกต่างกันไป ซึ่งบางผู้ใช้งานมักจะแสดงความความคิดเห็นเป็นลักษณะข้อความ บางผู้ใช้งานอาจ
แสดงความคิดความรู้สึกผ่านข้อความจากภาพที่มาจากคนอื่น บางผู้ใช้งานอาจแสดงความคิด
ความรู้สึกผ่านภาพต่าง ๆ ที่อาจจะสามารถบรรยายหรือบ่งบอกถึงความรู้สึกได้มากกว่าข้อความ 
ดังนั้นการเพิ่มคุณลักษณะข้อมูลจากภาพ ประกอบไปด้วย ข้อความในภาพ และภาพ ที่ผู้ใช้งานโพสต์
ผ่านโซเชียลมีเดียจะช่วยให้การจ่าแนกโรคซึมเศร้าในวัยรุ่นครอบคลุมและมีประสิทธิภาพมากกว่าการ
ทดสอบเฉพาะชุดข้อความจากการโพสต์เท่านั้น โดยทดสอบกับแบบจ่าลองที่ได้จากค่าถามการวิจัยที่ 
1 จะได้ประสิทธิภาพที่ดีหรือไม่เมื่อเพ่ิมข้อมูลคุณลักษณะแบบอ่ืนเข้าไปในแบบจ่าลอง 

ค่าถามการวิจัยที่ 3: การคัดเลือกเฉพาะข้อความมาวิเคราะห์โรคซึมเศร้า โดยตัดการโพสต์
ประเภทอื่นๆ เช่น ภาพ อาจท่าให้อาการของโรคซึมเศร้าขาดหายไปจากระยะเวลาที่ได้ก่าหนดไว้ตาม
มาตรฐานของคู่มือการวินิจฉัยและสถิติส่าหรับความผิดปกติทางจิตฉบับที่ 5 ของสมาคมจิตเวชศาสตร์
สหรัฐอเมริกา (American Psychiatric Association, 2013) ซึ่งจะท่าให้การประเมินผลการเป็นโรค
ซึมเศร้ามีความผิดพลาดหรือไม ่
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1.3 ความมุ่งหมายของการวิจัย  
1.3.1 เพื่อพัฒนากระบวนการปรับปรุงวิธีการการพยากรณ์โรคซึมเศร้าในวัยรุ่นด้วยวิธีการ 

เอ็นเซมเบิล โดยการปรับปรุงค่าน้่าหนักที่เหมาะสม  
1.3.2 เพื่อวัดประสิทธิภาพการจ่าแนกโรคซึมเศร้าด้วยคุณลักษณะข้อมูลจากความคิดเห็น 

ร่วมกับคุณลักษณะภาพ 
 
1.4 ขอบเขตการวิจัย  

การวิจัยเรื่อง “การปรับปรุงวิธีการการพยากรณ์โรคซึมเศร้าในวัยรุ่น” ได้ก่าหนดของเขตของการ
วิจัยตามโจทย์วิจัย ดังนี ้

1.4.1 ชุดข้อมูลส่าหรับทดสอบการปรับปรุงค่าน้่าหนักที่เหมาะสมและปรับปรุงวิธีการเหมือง 
ข้อมูลโดยวิธีการเอ็นเซมเบิล ในค่าถามการวิจัยที่ 1: เลือกใช้ชุดข้อมูลที่เป็นข้อความ จาก Twitter 
แบ่งออกเป็น 2 ชุดข้อมูล จากงานวิจัยของ Doenribram et al. (2019)  

1) ชุดข้อมูลส่าหรับเรียนรู้แบบจ่าลอง (Training set) เพื่อจ่าแนกอาการโรคซึมเศร้า 
เป็นข้อมูลที่ได้เก็บรวบรวมข้อความ จากแฮชแท็กจ่านวน 10 ประเภทอาการ ประกอบด้วย อาการที่ 

เกี่ยวข้องกับโรคซึมเศร้า 9 อาการของโรคซึมเศร้า และ 1 อาการที่เป็นอาการบุคคลปกติ จ่านวน 
30,000 ข้อความ 

2) ชุดข้อมูลส่าหรับการทดสอบแบบจ่าลอง (Test set) เก็บรวบรวมข้อความข้อความ
จากภาพ ที่เป็นดารา จ่านวน 30 คน แบ่งออกเป็น 2 กลุ่ม คือ กลุ่มที่หนึ่ง ผู้ป่วยโรคซึมเศร้า จ่านวน 
15 คน และกลุ่มที่สอง บุคคลที่ไม่เป็นโรคซึมเศร้า จ่านวน 15 คน ซึ่งเป็นข้อมูลที่มีสถานะแบบ
สาธารณะ จ่านวน 56,933 ข้อความ 

1.4.2 ชุดข้อมูลส่าหรับทดสอบการวัดประสิทธิภาพการจ่าแนกโรคซึมเศร้าด้วยคุณลักษณะ
ข้อมูลจากความคิดเห็นร่วมกับคุณลักษณะภาพ ในค่าถามการวิจัยที่ 2 และ 3 เลือกใช้ชุดข้อมูลที่เป็น
ข้อความ ข้อความจากภาพ และค่าเฉลี่ยสีของภาพ จาก Twitter และ Instagram แบ่งออก 2 ชุด
ข้อมูล  

1) ชุดข้อมูลส่าหรับเรียนรู้แบบจ่าลอง (Training set) เพื่อจ่าแนกโรคซึมเศร้า เป็น
ข้อมูลที่ได้เก็บรวบรวมข้อความจากภาพ และค่าเฉลี่ยสีของภาพ จากแฮชแท็กจ่านวน 10 ประเภท
อาการ ประกอบด้วย อาการที่เกี่ยวข้องกับโรคซึมเศร้า 9 อาการของโรคซึมเศร้า และ 1 อาการที่เป็น
อาการของบุคคลปกติจาก Twitter และ Instagram ภาพ จ่านวน 5,300 ภาพ  

2) ชุดข้อมูลส่าหรับการทดสอบแบบจ่าลอง (Test set) เก็บรวบรวมข้อความข้อความ
จากภาพ และโทนสีภาพ จากผู้ใช้งาน Twitter ที่เป็นดาราและผู้ที่มีชื่อเสียง จ่านวน 47 คน แบ่ง
ออกเป็น 2 กลุ่ม คือ กลุ่มที่หนึ่ง ผู้ป่วยโรคซึมเศร้า จ่านวน 27 คน และกลุ่มที่สอง บุคคลที่ไม่เป็นโรค
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ซึมเศร้า จ่านวน 20 คน ประกอบไปด้วยภาพ จ่านวน 30,341 ภาพ ข้อความ จ่านวน 31,916 
ข้อความ 

1.4.3 กระบวนการปรับปรุงวิธีการการพยากรณ์โรคซึมเศร้าในวัยรุ่น 
1) การปรับปรุงค่าน้่าหนักที่เหมาะสมและปรับปรุงวิธีการเหมืองข้อมูล โดยวิธีการ  

เอ็นเซมเบิล ตัวจ่าแนกประเภทที่ ใช้ส่าหรับสร้างการเรียนรู้แบบจ่าลอง (Training model) 
ประกอบด้วย นาอีฟเบย์ ขั้นตอนวิธีการเพื่อนบ้านใกล้ที่สุด และแรนดอมฟอเรสต์ เพื่อให้ค่าน้่าหนัก
แก่ตัวจ่าแนกประเภทของวิธีการเอ็นเซมเบิล ด้วยวิธีการอัตราการท่านายถูกของคลาสค่าตอบ (True 
positive weighted ensemble: TPW) และค่าเฉลี่ยความน่าจะเป็นของการเกิดคลาสค่าตอบ 
(Average probability weighted ensemble: APW) เพื่อปรับปรุงประสิทธิภาพการพยากรณ์โรค
ซึมเศร้าในวัยรุ่น 

2) การวัดประสิทธิภาพการจ่าแนกโรคซึมเศร้าในวัยรุ่นด้วยคุณลักษณะข้อมูลจากความ
คิดเห็นร่วมกับคุณลักษณะภาพ จากค่าถามการวิจัยที่ 1: ตัวจ่าแนกประเภทที่ใช้ส่าหรับสร้างการ
เรียนรู้แบบจ่าลอง ประกอบด้วย ได้แก่ นาอีฟเบย์ ซัพพอร์ตเวกเตอร์แมชชีน ต้นไม้ตัดสินใจ ขั้นตอน
วิธีการเพ่ือนบ้านใกล้ที่สุด กราเดียนบูทติ้งทรี และตัวแบบเชิงเส้นนัยทั่วไป  

 
1.5 ประโยชน์ที่คาดว่าจะได้รับ 

ไดก้ระบวนการที่มีประสิทธิภาพส่าหรับการจ่าแนกโรคซึมเศร้าจากความคิดเห็นและภาพ 
 
 



 

 

 

บทที่ 2 
ทฤษฎีและงานวิจัยที่เกี่ยวข้อง 

 
การวิจัยเรื่อง “การปรับปรุงวิธีการการพยากรณ์โรคซึมเศร้าในวัยรุ่น” ผู้วิจัยได้ด่าเนินการศึกษา

เอกสารแนวคิดและทฤษฏีที่เกี่ยวข้องกับโรคซึมเศร้า กระบวนการท่าเหมืองข้อมูล ตัวจ่าแนกประเภท 
ทฤษฏีภาพ วิธีการประเมินประสิทธิภาพของแบบจ่าลอง และ Paired–sample t-test ดังนี ้

 
2.1 ทฤษฎีที่เกี่ยวข้อง 

2.1.1 โรคซึมเศร้า 
โรคซึมเศร้า เป็นโรคทางจิตเวชประเภทหนึ่งที่สามารถเกิดขึ้นได้กับทุกคนทุกเพศทุกวัย 

ผู้ป่วยจะมีภาวะที่จิตใจแสดงถึงความผิดปกติทางอารมณ์ด้านลบเป็นหลัก ได้แก่ เบื่อหน่าย เศร้า 
หม่นหมอง หดหู่ ท้อแท้ง่าย สมาธิสั้น หมดหวัง วิตกกังวล รู้สึกว่าตนเองไม่มีค่าและมองแต่ด้านลบ 
ส่งผลในการใช้ชีวิตประจ่าวันอย่างยากล่าบาก หากไม่ได้รับการรักษา อาจท่าร้ายตนเอง หรืออาจ
ร้ายแรงจนถึงการจบชีวิตด้วยการฆ่าตัวตาย สาเหตุของการเกิดโรคซึมเศร้าเกิดได้ทั้งปัจจัยภายใน
ร่างกายและภายนอกร่างกาย แบ่งออกเป็น 3 ปัจจัย ได้แก่ ปัจจัยด้านชีววิทยา (Biological factors) 
ปัจจัยทางด้านจิตวิทยา (Psychological factors) และปัจจัยทางสังคม (Social factors) อาการ
ระหว่างโรคซึมเศร้ากับความเครียดต่างกันตรงความรู้สึก โดยความเครียดจะมีอาการฟ้องทางด้าน
ร่างกายออกมาให้คนรอบข้างเห็นถึงความผิดปกติ จนสามารถสังเกตได้ และสักระยะหนึ่งร่างกายและ
จิตใจจะปรับสมดุลให้กลับมาร่าเริงตามปกติได้ แต่คนที่มีความเสี่ยงที่จะเป็นโรคซึมเศร้าจะรู้สึกดูถูก
ตนเองอย่างรุนแรง จนเกิดเป็นความเครียดที่เรื้อรังจนส่งผลกระทบต่อระบบสมองและท่าให้ร่างกาย
เกิดอาการรวน ท่าให้การกิน การนอนผิดปกติจนลุกลามไปสู่ความเสื่อมทั้ งระบบร่างกาย 
(ThaiHealth watch 2020, 2020) หากอาการซึมเศร้าเกิดขึ้นเป็นเวลานาน ๆ โดยไม่มีอาการที่จะดี
ขึ้นอาจจะท่าให้มีอาการอื่นๆ ตามมา เช่น นอนไม่หลับ เบื่ออาหาร น้่าหนักลด รู้สึกไม่อยากมีชีวิตอยู่ 
เป็นต้น โดยลักษณะอาการโรคซึมเศร้าแบ่งออกเป็น 4 กลุ่ม ได้แก่ 1) อาการทางอารมณ์ (Affective 
symptoms) 2) อาการทางกระบวนการคิด (Cognitive symptoms) 3) อาการทางกาย (Somatic 
symptoms) และ 4) อาการด้านพฤติกรรม (Behavior symptoms) ซึ่งผู้ป่วยอาจมีทั้งอาการที่
แสดงออกอย่างชัดเจนและไม่ชัดเจน ท่าให้การวินิจฉัยโรคซึมเศร้าจ่าเป็นที่ต้องใช้เกณฑ์เพื่อช่วยใน
การคัดกรองผู้ที่เข้าข่ายเป็นโรคซึมเศร้าและการแยกระดับผู้เป็นโรคซึมเศร้า  ซึ่งในการวินิจฉัยโรค
ซึมเศร้าสมาคมจิตแพทย์อเมริกันได้ก่าหนดหลักเกณฑ์ในการวินิจฉัยโรคผู้ที่เป็นโรคซึมเศร้าจะต้องมี
อาการอย่างน้อย 5 อาการหรือมากกว่า ซึ่งจะมีอาการติดต่อกันนานไม่ต่่ากว่า 2 สัปดาห์ คือ 1) มี
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อารมณ์ซึมเศร้า 2) ความสนใจหรือความสนุกสนานในการท่ากิจกรรมที่เคยท่าลดลงอย่างมาก 3) 
น้่าหนักลดลงอย่างชัดเจน 4) มีอาการนอนไม่หลับหรือหลับนานหลับบ่อยกว่าปกติ 5) การเคลื่อนไหว
ช้าลง 6) อ่อนเพลียไม่มีเรี่ยวแรง 7) รู้สึกว่าตนเองไร้ค่าหรือรู้สึกว่าตนเองผิดโดยไม่มีสาเหตุ 8) สมาธิ
สั้นหรือความสามารถในตัดสินใจลดลง 9) มีความคิดอยากฆ่าตัวตาย โดยก่าหนดไว้ในคู่มือการวินิจฉัย
และสถิติส่าหรับความผิดปกติทางจิตฉบับที่ 5 (The 5th Diagnostic and statistical manual of 
mental disorders : DSM-5) ของสมาคมจิตเวชศาสตร์สหรัฐอเมริกา (American Psychiatric 
Association, 2013) ซึ่งท่าเป็นแบบสอบถามไว้ ดังตารางที่ 1  

ตารางที่ 1 คู่มือการวินิจฉัยและสถิติส าหรับความผิดปกติทางจิตฉบับที่ 5 ของสมาคมจิตเวชศาสตร์
สหรัฐอเมริกา 

No Symptoms None Someday Frequently Everyday 
1 อารมณ์ซึมเศร้า 0 1 2 3 
2 ความสนใจลดลง 0 1 2 3 
3 น้่าหนักผิดปกต ิ 0 1 2 3 
4 การนอนผิดปกติ 0 1 2 3 
5 สมาธิสั้น 0 1 2 3 
6 รู้สึกไร้ค่า 0 1 2 3 
7 ร่างกายอ่อนเพลีย 0 1 2 3 
8 กระวนกระวาย หรือ เชื่องช้า 0 1 2 3 
9 การอยากฆ่าตัวตาย 0 1 2 3 

จากตารางที่ 1 ในการวิเคราะห์ผู้ที่ท่าแบบสอบถามที่มีอาการในระยะเวลา 2 สัปดาห์ มี
การก่าหนดคะแนนตามความถี่ของอาการ โดยที่ 1) Someday หมายถึง มีอาการในระหว่าง 2-4 วัน 
คะแนนเท่ากับ 1 คะแนน 2) Frequently หมายถึง มีอาการในระหว่าง 6-8 วัน คะแนนเท่ากับ 2 
คะแนน และ 3) Everyday หมายถึง มีอาการในระหว่าง 10-14 วัน คะแนนเท่ากับ 3 คะแนน 
จากนั้นน่าคะแนนทั้ง 9 อาการ มาหาผลรวมของคะแนนเพื่อในแบบประเมินของการวินิจฉัยโรค
ซึมเศร้า หากผลคะแนนประเมิน แบ่งออกเป็น 4 ระดับ  

ระดับที่ 1 คะแนนรวม น้อยกว่า 7 คะแนน หมายถึง ปกติ  
ระดับที่ 2 คะแนนรวม อยู่ระหว่าง 8-12 คะแนน หมายถึง มีอาการโรคซึมเศร้าน้อย  
ระดับที่ 3 คะแนนรวม อยู่ระหว่าง 13-18 คะแนน หมายถึง มีอาการโรคซึมเศร้าปาน

กลาง  
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ระดับที่ 4 คะแนนรวม มากกว่า 19 คะแนน หมายถึง มีอาการโรคซึมเศร้ามีอาการ
รุนแรง 

2.1.2 กระบวนการท่าเหมืองข้อมูล 
การท่าเหมืองข้อมูล (Data mining) คือ การวิเคราะห์ข้อมูล เพื่อหารูปแบบ (Patterns) 

หรือความสัมพันธ์ (Relation) ระหว่างข้อมูลในฐานข้อมูลขนาดใหญ่ (Linoff & Berry, 2011) ซึ่ง
สอดคล้องกับ Hand (2001) ที่ได้ให้ความเห็นว่า เหมืองข้อมูล คือ การวิเคราะห์ข้อมูลจ่านวนมาก
เพื่อหาความสัมพันธ์และการสรุปผลข้อมูล ซึ่งสามารถเข้าใจและเป็นประโยชน์ต่อผู้กระท่าการเก็บ
รวบรวมข้อมูล ในปัจจุบันเหมืองข้อความ (Text mining) ได้รับความนิยมและน่ามาประยุกต์ใช้ใน
ด้านการค้นหาข้อมูลที่แฝงในชุดข้อความจ่านวนมหาศาล (Jimenez-Marquez et al., 2019) ในน่า
กระบวนการจ่าแนกข้อความ (Text classification) ได้แก่ การเลือกข้อมูล การเตรีมข้อมูล การสร้าง
แบบจ่าลอง และการประเมินผล อธิบายรายละเอียด ดังนี ้

1) การเลือกข้อมูล (Data selection) เป็นขั้นตอนการระบุเกี่ยวกับแหล่งข้อมูลที่จะ
น่ามาใช้งานในการท่าเหมืองข้อความ จากนั้นน่ามาพิจารณาว่าข้อมูลว่าสอดคล้องกับขอบเขตที่
ต้องการหรือไม่ รวมทั้งประโยชน์ที่จะได้รับจากการน่ามาใช้งาน เพื่อท่างานวางแผนการด่าเนินการใน
ขั้นตอนต่อไป 

2) การเตรียมข้อมูล (Data preprocessing) เป็นขั้นตอนการท่าข้อมูลให้อยู่ในรูปแบบ
ที่ใช้สามารถน่าไปใช้งานได้ เนื่องจากข้อมูลส่วนใหญ่ไม่ได้ถูกจัดเก็บในลักษณะที่แตกต่างกัน ดังนั้นจึง
จ่าเป็นต้อง การกรองข้อมูล การแปลงข้อมูลหรือเปลี่ยนชนิดข้อมูล เพื่อให้ข้อมูลอยู่ในลักษณะหรือ
รูปแบบที่ง่ายต่อการน่าไปประมวลผล และการน่าข้อมูลที่ไม่ถูกต้องออกไป ในการน่าข้อมูลที่อยู่ใน
รูปแบบข้อความ  (Text) ที่ น่ ามาจากโซเชียลมี เดีย เพื่ อน่ ามาประมวลผลข้อความ (Text 
preprocessing) มีขั้นตอนในการท่างาน (Jo, 2019) ดังนี ้ 

ขั้นตอนที่ 1 การตัดค่า (Tokenization) เป็นขั้นตอนการตัดค่าแต่ละค่าออกจากรูปแบบ
ประโยค การลบค่าหยุด (Remove stop words) จากนั้นน่าค่าเหล่านั้นไปสร้างถุงค่า (Bag of 
word: BOW) ที่ใช้ส่าหรับการนับความถี่ที่อยู่ในเอกสาร 

ขั้นตอนที่ 2 การก่าจัดค่าหยุด (Stop word removal) เป็นขั้นตอนลบค่าที่สิ้นเปลือง
ออก ได้แก่ ค่าสรรพนาม ค่านาหน้า ค่าเชื่อม ค่าบุพบท เพื่อเพิ่มประสิทธิภาพให้แบบจ่าลองและลด
เวลาการประมวลผล 

ขั้นตอนที่ 3 การหารากค่าศัพท์ (Stemming) เป็นการจัดกลุ่มค่าศัพท์ที่มีความหมาย
เหมือนกันไว้ด้วยกัน เพ่ือลดจ่านวนค่า ท่าให้จ่านวนคุณลักษณะลดลง ลดเวลาในการประมวลผลได ้

ขั้นตอนที่ 4 การให้น้่าหนักค่า (Weighting)  เป็นขั้นตอนการให้น้่าหนักค่าของแต่ละค่า
ในถุงค่า ซึ่งการให้น้่าหนักจะต่างไปตามวิธีการที่ใช้ในการให้น้่าหนัก โดยจะขึ้นอยู่กับประเภทของ
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เอกสารนั้น การสกัดคุณลักษณะ (Feature extraction) เป็นขั้นตอนการแปลงข้อมูลหรือการดึง
คุณลักษณะเพื่อให้ได้คุณลักษณะที่สามารถเป็นตัวแทนเพื่อจะน่าไปใช้งานได้ โดยจะมีการแทนค่าใน
รูปแบบเวกเตอร์  มีหลายวิธีการ เช่น Binary term occurrences, Term frequencies, Term 
occurrences แ ล ะ  Term frequency-inverse document frequency (TF-IDF) (Kompan & 
Bieliková, 2011) ในงานวิจัยนี้ใช้วิธีการ Binary term occurrences หรือ Boolean weighting 
เป็นวิธีการแทนค่าที่เกิดขึ้นหรือไม่เกิดขึ้นในถุงค่า หากพบค่าในถุงค่าจะแทนค่าเท่ากับ 1 แต่หากไม่
พบหรือไม่มีค่านั้นในถุงค่าจะแทนค่าเท่ากับ 0 (Atorn, 2006) ดังสมการ (1) 

 

Binary term = {
1, 
0,  

for term present in document 
otherwise 

 

(1) 

ขั้นตอนที่ 5 การคัดเลือกคุณลักษณะ (Features selection) เป็นขั้นตอนการเลือกค่าที่
มีแก่การน่าไปสร้างแบบจ่าลอง ซึ่งการคัดเลือกคุณลักษณะช่วยให้สามารถลดเวลาในการสร้าง
แบบจ่าลองและสามารถเพิ่มค่าความถูกต้องได้ 

3) การสร้างแบบจ่าลอง (Modeling) การน่าข้อมูลที่ผ่านกระบวนการการเตรียมข้อมูล 
มาสร้างแบบจ่าลองเพื่อดึงเอาความรู้ส่าคัญออกมาจากข้อมูล โดยจะการเลือกวิธีการที่เหมาะสมกับ
ข้อมูล  

4) การประเมินผล (Evaluation) หลังจากได้แบบจ่าลองแล้ว ต้องท่าการประเมินผล
ลัพธ์ที่ได้ว่าแบบจ่าลองนั้นมีความถูกต้องแม่นย่ามากน้อยเพียงใด โดยการทดลองและประเมินผล
สามารถน่าไปประมวลผลกับข้อมูลจริงที่มีอยู่เพื่อเปรียบเทียบผลของการวิเคราะห์ว่าถูกต้องเพียงใด 
ยอมรับกับผลที่ได้หรือไม ่

2.1.3 ทฤษฎีที่เกี่ยวข้องกับการคัดเลือกคุณลักษณะ 
คุณลักษณะข้อมูล คือ ลักษณะหรือคุณสมบัติที่ใช้เพื่อระบุองค์ประกอบ รายละเอียดที่มี

ในชุดข้อมูล โดยคุณลักษณะข้อมูลที่ดีจะต้องมีความถูกต้องและเชื่อถือได้ เก็บเฉพาะข้อมูลที่
จ่าเป็นต้องใช้ และมีความครบถ้วน สมบูรณ์ หากมีการเก็บคุณลักษณะที่มากเกินความจ่าเป็นจะท่าให้
สิ้นเปลืองทรัพยากรในการจัดเก็บ เวลาประมวลผล รวมทั้งการน่าข้อมูลไปใช้งานอาจท่าให้
ประสิทธิภาพลดลงได ้

การคัดเลือกคุณลักษณะ (Feature selection) เป็นกระบวนการลดขนาดข้อมูลด้วย
การท่าให้ข้อมูลตั้งต้นมีขนาดลดลงโดยสูญเสียลักษณะส่าคัญของข้อมูลน้อยที่สุด เนื่องจากข้อมูล    
แต่ละตัวอาจมีความส่าคัญไม่เท่ากัน ดังนั้นวิธีการการเลือกคุณลักษณะข้อมูลที่ดีจะท่าให้สามารถ
เลือกคุณลักษณะข้อมูลที่มีความส่าคัญ และสามารถใช้เป็นตัวแทนของข้อมูลส่วนใหญ่และท่าให้ได้
ประสิทธิภาพที่ดี (Dash & Liu, 1997) วัตถุประสงค์การคัดเลือกคุณลักษณะข้อมูลเพื่อปรับปรุง
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ประสิทธิภาพ และเพื่อเตรียมข้อมูลที่ประมวลผลได้รวดเร็ว มีประสิทธิภาพที่ดียิ่งขึ้น  ได้แบ่งออกเป็น 
3 วิธี คือ การเลือกคุณลักษณะแบบควบรวม การเลือกคุณลักษณะแบบกรอง และการเลือก
คุณลักษณะแบบวิธีฝังตัว (Jović et al., 2015; Zhao et al., 2010; Zheng & Casari, 2018) 
รายละเอียด ดังนี ้

1) การเลือกคุณลักษณะแบบควบรวม (Wrapper method) เป็นวิธีการอย่างง่ายอาศัย
วิธีการจ่าแนกประเภทในการวัดความส่าคัญของเซตย่อยของตัวแปร โดยเลือกเซตย่อยที่มีความ
แม่นย่าในการจ่าแนกประเภทข้อมูลสูงหรือใช้ความแม่นย่าในการจ่าแนกประเภทข้อมูลเมื่อใช้เซตย่อย
นั้น เป็นดัชนีวัดความส่าคัญของเซตย่อย ซึ่งเซตใหม่ที่ให้ผลลัพธ์ที่แม่นย่ามากที่สุดจะถูกเลือกใช้ 
วิธีการคัดเลือกคุณลักษณะนี้ได้ความแม่นย่าสูงแต่อาจจะใช้เวลานาน ดังนั้นจึงเหมาะสมที่จะน่าไปใช้
งานกับข้อมูลขนาดเล็กและขนาดกลาง (Dash & Liu, 1997) เช่น Forward selection, Backward 
elimination และ Evolutionary selection เป็นต้น  

2) การเลือกคุณลักษณะแบบกรอง (Filter method) เป็นวิธีการคัดเลือกคุณลักษณะที่
ท่างานได้รวดเร็ว ง่ายต่อการตีความ โดยจะจ่ากัดคุณลักษณะที่ไม่เกี่ยวข้องในการจ่าแนกประเภทด้วย
คุณสมบัติในเนื้อแท้ของข้อมูล ใช้วิธีการวัดคะแนนและการจัดเรียงล่าดับตามคะแนน การเลือก
คุณลักษณะแบบกรองสามารถใช้ฟังก์ชันการประเมินค่าด้วยมาตรวัดระยะทาง มาตรวัดสารสนเทศ 
มาตรวัดความไม่เป็นอิสระ เช่น Correlation based feature selection, Information gain, Gain 
ratio และ Chi-square (Remeseiro & Bolon-Canedo, 2019) เป็นต้น 

3) การเลือกคุณลักษณะแบบวิธีฝังตัว (Embedded method) เป็นวิธีการคัดเลือก
คุณลักษณะที่เป็นส่วนหนึ่งในกระบวนการจ่าแนกประเภท ถูกออกแบบมาเพื่อแก้ไขปัญาข้อเสียของ
วิธีแบบควบรวม และแบบกรอง ซึ่งใช้เวลาในการประมวลน้อยกว่าวิธีแบบควบรวม โดยจะรวมการ
เลือกคุณลักษณะให้เป็นส่วนหนึ่งของกระบวนการการเรียนรู้ มีการค้นหาเซตของคุณลักษณะทั้งแบบ 
Global space และ Local space ท่าให้การค้นหามีประสิทธิภาพดีขึ้น  แต่ในการเลือกเซต
คุณลักษณะไม่มีความยืดหยุ่นเพราะจะขึ้นอยู่กับวิธีการการจ่าแนกข้อมูล (Zheng & Casari, 2018) 
เช่น Least absolute shrinkage and selection operator (LASSO) และ Decision trees (Jović 
et al., 2015) เป็นต้น 

การคัดเลือกคุณลักษณะแบบกรองที่ได้ความนิยมในการน่าไปใช้ในงานวิจัย เนื่องจาก
ง่ายต่อการตีความ รวดเร็ว ใช้เวลาไม่นาน มีความถูกต้อง ซึ่งเหมาะสมกับชุดข้อมูลที่มีคุณลักษณะ
จ่านวนมากในการจ่าแนกข้อความ (Text classification) และในงานวิจัยนี้ ได้ใช้การคัดเลือก
คุณลักษณะแบบกรองด้วยวิธีการ Information gain (Doenribram, 2019; Ong et al., 2015; Wu 
& Xu, 2016) เป็นวิธีการที่พิจารณาจากค่าความน่าจะเป็นของแต่ละคุณลักษณะที่เป็นไปได้แล้ววัดค่า
ของเอนโทรปี (Entropy) เพื่อเลือกคุณลักษณะที่ส่าคัญในการระบุหรือแบ่งข้อมูลเป็นชุดข้อมูลย่อย
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ด้วยการค่านวณหาค่า Gain ในแต่ละมิติของข้อมูล หากมิติข้อมูลใดมีค่า Gain สูงสุด มิติข้อมูลนั้นจะ
ถูกเลือกไปเพื่อใช้ในการระบุชุดข้อมูลย่อย เริ่มจากการค่านวณหาค่า Info(D) ที่เป็นค่าเอนโทรปีของ 

D ดังสมการ (2) ค่านวณค่าเอนโทรปีของชุดข้อมูลทั้งหมด จากนั้นค่านวณหาInfoA(D) ที่จะใช้ส่าหรับ
แบ่งชุดข้อมูล D เป็นชุดข้อมูลย่อย ดังสมการ (3) ค่านวณค่าเอนโทรปีชุดมิติข้อมูลแต่ละคุณลักษณะ 
และค่านวนหาค่า Gain(A) ดังสมการ (4) ค่านวณหาค่า IG ส่าหรับการพิจารณามิติข้อมูลของ

คุณลักษณะ A (Han et al., 2012) หลังจากค่านวณหาค่า Info(D) และ InfoA(D) น่าค่าที่ค่านวณได้
ส่าหรับการพิจารณาคุณลักษณะของ A  
 

Info(D) = - ∑ Pi log2 Pi

m

i=1

 

 

(2) 
 

InfoA(D) = ∑
|Dj|

|D|

v

j=1

 × InfoDj
 

 

(3) 

Gain(A) = Info(D) - InfoA(D) (4) 
 

โดยที่  
pi คือ ค่าความน่าจะเป็นที่เรคคอร์ดหนึ่ง ๆ จะมีหมวดหมู่ของข้อมูล 
|Dj|

|D|
 คือ จ่านวนสมาชิกในชุดข้อมูล D ที่มีค่าในคุณลักษณะ A เป็น Dj หารด้วยจ่านวน

สมาชิกทั้งหมดในชุดข้อมูล D 
2.1.4 ตัวจ่าแนกประเภท 

ตัวจ่าแนกประเภท (Classifier) เป็นวิธีการที่ใช้ในการจ่าแนกหมวดหมู่ข้อมูลโดยการ
เรียนรู้จากคุณลักษณะ จากนั้นจะท่าการสร้างโมเดลที่สามารถจ่าแนกข้อมูลชุดใหม่ที่น่ามาท่านายได้  
ตัวจ่าแนกประเภทที่ได้รับความนิยมในการจ่าแนกประเภท ในงานวิจัยนี้ใช้ตัวจ่าแนกประเภทจ่านวน 
8 วิธีการ คือ นาอีฟเบย์ ซัพพอร์ตเวกเตอร์แมชชีน ต้นไม้ตัดสินใจ ขั้นตอนวิธีการเพื่อนบ้านใกล้ที่สุด 
ตัวแบบเชิงเส้นนัยทั่วไป เอ็นเซมเบิล กราเดียนบูทติ้งทรี และแรนดอมฟอเรสต์ อธิบายหลักการ ดังนี ้

1)  วิธีการนาอีฟเบย์เป็นการเรียนรู้แบบมีผู้สอน (Supervised learning) ใช้ส่าหรับการ
จ่าแนกประเภทด้วยหลักการค่านวณความน่าจะเป็น (Probability) เพื่ออนุมานค่าตอบที่ต้องการ 
เรียกทฤษฎีนี้ว่า ทฤษฎีเบย์ (Bayes’ Theorem) วิธีการนี้ไม่ได้มีความซับซ้อนมากนัก ท่าการเรียนรู้
ปัญหาที่เกิดขึ้นเพื่อน่าไปสร้างเงื่อนไขในการจ่าแนกข้อมูลใหม่ โดยตั้งสมมติฐานว่าปริมาณความสนใจ
จะขึ้นอยู่กับการกระจายความน่าจะเป็น (Conditional probability) (Hand et al., 2001) ดัง
สมการ (5) และ สมการ (6) วิธีการ Naive bayes เหมาะสมในการจ่าแนกประเภทในกลุ่มตัวอย่างที่
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มีจ่านวนมากและคุณลักษณะที่ไม่ขึ้นต่อกัน ซึ่งได้รับความนิยมน่าไปประยุกต์ใช้งานด้านการจ่าแนก
ประเภทข้อความ (Text classification) (Ignatow & Mihalcea, 2018) ความน่าจะเป็นแบบมี
เงื่อนไข เป็นความน่าจะเป็นของการเกิดเหตุการณ์ A เมื่อก่าหนดว่าเหตุการณ์ B เกิดขึ้นแล้ว แทน

ด้วยลัญลักษณ์ P (A | B) สามารถค่านวณจากความน่าจะเป็นร่วมกัน แทนด้วย P(A ∧ B) ความน่าจะ

เป็นที่เหตุการณ์ A และเหตุการณ์ B เกิดขึ้นร่วมกัน  
 

P (A | B) =
P(A ⋀ B )

P(B)
 

 

(5) 
 

P (A | B) =
P(B|A)P(A)

P(B)
 (6) 

   
โดยที่ 

P (A|B) คือ ความน่าจะเป็นของ A เมื่อ B เกิดขึ้นแล้ว 
P (B|A) คือ ความน่าจะเป็นของ B เมื่อ A เกิดขึ้นแล้ว 
P (A) คือ ความน่าจะเป็นที่จะเกิดหน้าเหตุการณ์ A 
P (B) คือ ความน่าจะเป็นที่จะเกิดหน้าเหตุการณ ์B 

การอธิบายสมการ (5) เมื่อมีเหตุการณ์ฝนตก จะสามารถไปเล่นเทสนิสได ้ดังนี ้
 

P (ไปเล่นเทสนิส | ฝนตก)=
P (ฝนตก | ไปเล่นเทนนิส) x P (ไปเล่นเทนนิส) 

P (ฝนตก)
 

 

จากสมการตัวอย่างข้างต้นสามารถท่านายได้ว่า การไปเล่นเทนนิสโดยให้สังเกตฝนตก 
อย่างไรก็ตามเหตุการณ์ที่ท่านายนั้นต้องสอดคล้องกัน เช่น หากต้องการท่านายการไปเล่น เทนนิส 
จะต้องไม่ใชเ่หตุการณ์น้่าท่วมสนามเข้ามาเกี่ยวข้อง เพราะเหตุการณ์ทั้งสองไม่มีความสอดคล้องกัน  

2)  วิธีการซัพพอร์ตเวกเตอร์แมชชีนเป็นการเรียนรู้แบบมีการสอนใช้ส่าหรับการจ่าแนก 
ประเภทข้อมูล ซึ่งมีพื้นฐานมาจากการจ่าแนกเชิงเส้นตรงที่ได้รับความนิยมอย่างแพร่หลายในการ
น่าไปแก้ปัญหาการจ่าแนกประเภท (Cortes & Vapnik, 1995) โดยอาศัยหลักการทางสถิติกับการหา
ค่าที่เหมาะสม (Optimization theory) เพื่อหาสัมประสิทธิ์ของสมการเส้นตรงเพื่อสร้างเส้นแบ่งกลุ่ม
ให้ข้อมูล การหาเส้นตรงที่มีขนาดมาร์จินที่โตสุด (Maximal margin) ในการจ่าแนกคุณลักษณะข้อมูล 
ในขณะเดียวกันจะใช้ฟังก์ชันเคอร์เนลแปลงข้อมูลไปยังมิติที่สูงขึ้น ในปริภูมิคุณลักษณะ (Feature 
space) ก่อนท่าการจ่าแนกประเภท สามารถท่างานได้ในรูปแบบ Linear, Non-linear, Regression 
และ Outlier detection เหมาะในการจ่าแนกข้อมูลที่มีความซับซ้อน ข้อมูลขนาดเล็ก และข้อมูล
ขนาดกลาง กระบวนการท่างานของวิธีการซัพพอร์ตเวกเตอร์แมชชีนจะใช้มาร์จินโตสุดเพื่อเพิ่ม
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ประสิทธิภาพในการจ่าแนกด้วยเส้นตรงและการแปลงข้อมูลด้วยฟังก์ชันเคอร์เนลจากปริภูมิ ที่ยังไม่
เหมาะสมในการจ่าแนกเชิงเส้นตรงไปยังมิติที่สูงขึ้นไปปริภูมิคุณลักษณะ แล้วค่อยท่าการจ่าแนกข้อมูล
ในปริภูมิคุณลักษณะ จึงท่าให้วิธีการซัพพอร์ตเวกเตอร์แมชชีนเป็นตัวจ่าแนกประเภทที่มีประสิทธิภาพ
สูงในภาพรวม เนื่องจากเป็นตัวจ่าแนกเชิงเส้นตรง ท่าให้สามารถจ่าแนกข้อมูลแบบสองกลุ่ม และ
ข้อมูลแบบหลายกลุ่ม (Multiclass classification) ได้ดี (Wongthanavasu, 2017) 

 
ภาพที่ 1 แสดง Hyperplanes ระหว่าง (a) ขอบขนาดเล็ก และ (b) ขอบขนาดใหญ่  

(Han et al., 2012) 

จากภาพประกอบที่ 1 ได้แสดงถึงระยะของ (a) ขอบขนาดเล็ก และ (b) ขอบขนาดใหญ่ 
และลักษณะของเส้นตรงที่แบ่งกลุ่มข้อมูลเพื่อจ่าแนกข้อมูลคลาส 1 และคลาส 2 ซึ่งวิธีการหาระยะ
ขอบ ดังสมการ (7) (8) และ (9) 

wx + b = 0 (7) 

w0 + w1x1 + w2x2 > 0 (8) 

w0+ w1x1+ w2x2 < 0 (9) 
      

โดยที่ 
    w คือ ค่าน ้าหนักของเวกเตอร ์w = {w1, w2, w3, …., wn} 
    x คือ Training tuples  x = (x1, x2) 

3)  วิธีการต้นไม้ตัดสินใจเป็นการเรียนรู้แบบมีการสอนใช้ในการจ่าแนกประเภทข้อมูล มี
พื้นฐานจาก Hunt’s algorithm โดยสร้างแบบจ่าลองที่ใช้ท่านายเหตุการณ์ล่วงหน้าท่าให้ได้ผลลัพธ์ที่
มีความแม่นย่า ไม่ซับซ้อนและเป็นอีกวิธีการหนึ่งได้รับความนิยมในน่าไปใช้งาน เนื่องจากใช้เข้าใจง่าย
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เพราะมีโครงสร้างที่คล้ายต้นไม้ประกอบด้วยโหนดราก (Root node) ที่มีการแตกกิ่งก้าน (Branch) 
แทนคุณลักษณะของข้อมูลเชื่อมโยงต่อกันไปโหนดลูกเป็นตัวทดสอบกิ่งของต้นไม้ที่แสดงค่าที่เป็นไป
ได้ของคุณลักษณะ และโหนดใบ (Leaf node) แทนคลาสหรือผลลัพธ์การท่านาย ดังนั้นประสิทธิภาพ
ของแบบจ่าลองจึงขึ้นอยู่กับคุณลักษณะข้อมูลที่น่ามาใช้จ่าแนกประเภท ซึ่งค่าของคุณลักษณะเป็น
ค่าที่ไม่ต่อเนื่อง (Discrete value) ในการสร้างต้นไม้โดยคัดเลือกคุณลักษณะที่ส่าคัญที่สุดมาเป็น
โหนดราก โดยใช้ค่า Gain ratio ที่สูงที่สุดเป็นโหนดราก แต่ก่อนที่จะได้ค่า Gain ratio ต้องหาค่า 
Split information ค่า Information gain และค่า Entropy (Han et al., 2011) สมการ Entropy 
เป็นสมการที่ใช้ในการหาค่าสารสนเทศของข้อมูล (Entropy measure) ดังสมการ (10) 

 

Entropy(s) = - ∑ Pi log2 Pi

c

i=1

 
(10) 

                    

โดยที่  
s  คือ  คุณลักษณะ ที่น่ามาวัดค่า Entropy 
Pi คือ  สัดส่วนของจ่านวนสมาชิกในกลุ่ม i เท่ากับจ่านวนสมาชิกทั้งหมด

ของกลุ่มตัวอย่าง  
สมการ Information gain เป็นสมการที่ใช้ในการหาค่าสารสนเทศเกน ก่อนน่าไปใช้ใน

การหาค่ามาตรฐานอัตราส่วนเกน ดังสมการ (11)  
 

Gain(S,A) = Entropy(s) - ∑
|Sv|

|S|
v ∈ values(A)

 Entropy(Sv) 
(11) 

 

โดยที่  
A    คือ คุณลักษณะ A 

|Sv|  คือ สมาชิกของ คุณลักษณะ A ที่มีค่า v  

|S|   คือ จ่านวนสมาชิกของกลุ่มตัวอย่าง 
สมการ Split information ใช้ในการหาค่าสารสนเทศของการแบ่ง ดังสมการ (12) 
 

Split information(S,A) = - ∑
|Si|

|S|

n

i=1

 log2

|Si|

|S|
  

(12) 
  

โดยที่   

Si  คือ  สัดส่วนของจ่านวนสมาชิกในกลุ่ม i 
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สมการ Gain ratio เป็นสมการที่เพิ่มขึ้นจากอัลกอริทึม ID3 เพื่อลดความล่าเอียงของ
ข้อมูล ดังสมการ (13) 

 

Gain ratio(S,A) =
Gain(S,A) 

Split Information(S,A)
 (13) 

 

4) ขั้นตอนวิธีการเพ่ือนบ้านใกล้ที่สุดเป็นการเรียนรูแ้บบมีการสอน ซึ่งเป็นการจ่าแนก 
ประเภทที่มีหลักการไม่ยุ่งยาก โดยมีจะพิจารณาจากระยะห่างที่น้อยที่สุดระหว่างข้อมูลที่ต้องการ
จ่าแนกกับชุดการเรียนรู้แบบจ่าลอง โดยที่ K คือ ค่าที่เป็นจ่านวนที่ต้องการเลือกเป็นเพื่อนบ้านที่ใกล้
ที่สุด เพื่อไม่ให้เกิดการจ่านวนเพื่อนบ้านเท่ากันควรก่าหนดค่า K เป็นจ่านวนคี่ เช่น กลุ่มข้อมูลตาม
จ่านวน K=3, K=5 และ K=9 การหาระยะทางเพื่อนบ้านที่ใกล้ที่สุด ซึ่งหาระยะทางสามารถท่าได้
หลายวิธีการ (Kuhn & Johnson, 2013) เช่น  ระยะห่ างแบบยูคลิด (Euclidean distance) 
ระยะห่างแบบมินโควสกี (Minkowski distance) ความเหมือนแบบโควไซน์ (Cosine similarity) 
ระยะห่ างแบบแมนฮัตตัน  (Manhattan distance) ความเหมือนแบบแจคการ์ด  (Jaccard 
similarity) เป็นต้น การหาระยะห่างระหว่างจุดแบบยูคลิดเป็นวิธีการที่ง่ายและได้รับความนิยม ใน
การนับไปใช้หาระยะทางเพ่ือนบ้านที่ใกล้ที่สุด ดังสมการ (14) 

 

D=√∑(pi – qi)
2

n

i=1

 
(14) 

    
   โดยที่ 
  p คือ ค่าของชุดข้อมูลที่ต้องการจ้าแนก 
  q คือ ค่าของชุดข้อมูลเพื่อนบ้านที่น้ามาพิจารณา ชุดข้อมูลส้าหรับการ

เรียนรูแ้บบจ้าลอง 
5) ตัวแบบเชิงเส้นนัยทั่วไปเป็นวิธีการที่มีการปรับปรุงหรือเป็นส่วนขยายของตัวแบบ

เชิงเส้นทั่วไป (General linear model) ที่ใช้วิธีหลักการทางสถิติเพื่อหาความสัมพันธ์ระหว่างตัวแปร
ต้นและตัวแปรตาม โดยสามารถวิเคราะห์ได้ทั งข้อมูลตัวเลขและข้อมูลไม่ใช่ตัวเลข มีประโยชน์ส้าหรับ
การแจกแจงแบบไม่ปกติและไม่ต่อเนื่อง การค้านวณเป็นแบบขนานกัน ประมวลผลเร็ว และปรับ
ขยายได้ดี สามารถใช้กับชุดข้อมูลใหม่ (Unseen data) เพื่อระบุคลาสค้าตอบ (Ebrahimi et al., 
2019) 

6) วิธีการเอ็นเซมเบิลเป็นวิธีการหนึ่งที่ใช้ในการจ่าแนกประเภทข้อมูลโดยน่าตัวจ่าแนก 
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หลายๆ ตัวมาผสมผสานเข้าด้วยกันเพื่อการท่านายค่าตอบสุดท้าย ถือว่าเป็นวิธีการที่มีประสิทธิภาพ 
มักน่ามาใช้เพื่อเพิ่มประสิทธิภาพการท่างานให้แบบจ่าลอง เนื่องจากเป็นการรวมผลการท่านาย
ค่าตอบของแต่ละตัวจ่าแนกประเภทแบบเดี่ยวที่ เกิดจากการเรียนรู้ที่หลากหลายเข้าด้วยกัน 
(Swamynathan, 2017) วิธีการเอ็นเซมเบิลแบ่งออกเป็น 2 แบบ คือ แบบที่ 1 ตัวจ่าแนกที่ท่างาน
ร่วมกันและใช้ตัวจ่าแนกเหมือนกัน (Homogeneous ensemble) เช่น แรนดอมฟอเรสต์ แบบที่ 2 
ตัวจ้าแนกที่ท้างานร่วมกันแต่ใช้ตัวจ้าแนกที่แตกต่างกัน (Heterogeneous ensemble) (Rojarath, 
2020) ในงานวิจัยนีใ้ชต้ัวจ่าแนกเอ็นเซมเบิล รายละเอียด ดังนี ้

วิธีการที่ 1 วิธีการคะแนนเสียงข้างมากเป็นวิธีการจ่าแนกประเภทข้อมูลหนึ่งของวิธีการ
เอ็นเซมเบิล โดยการน่าข้อมูลส่าหรับการเรียนรู้แบบจ่าลองชุดเดียวกันไปใช้ในแบบจ่าลองที่สร้างจาก
วิธีการที่แตกต่างกัน จากนั้นน่าข้อมูลส่าหรับการทดสอบชุดเดียวกันมาเข้าแบบจ่าลอง เพื่อท่านาย
ผลลัพธ์ออกมาและใช้การคะแนนเสียงข้างมากเป็นค่าตอบสุดท้าย โดยทั่วไปแล้วการวิธีการคะแนน
เสียงข้างมาก แบ่งออกเป็น 2 วิธีการ ได้แก่ วิธีการแบบไม่ก่าหนดค่าน้่าหนักและวิธีการแบบ
ก่าหนดค่า (Onan et al., 2016) 

Unweighted voting schemes เป็นการโหวตให้คะแนนแบบง่ายและน่าไปใช้งาน
อย่างแพร่หลาย ใน LCi (x) คือ ค่าความน่าจะเป็นมากที่สุด สามารถค่านวณจาก สมการ (15) เพื่อหา
ค่าตอบสุดท้าย (Dehzangi & Karamizadeh, 2011) โดยที่ n คือ จ่านวนคลาส 

 

H(X) = argi=1...nmax (LCi(x))      (15) 
 

วิธีการหาค่าความน่าจะเป็นแบบต่างๆ สามารถค่านวณ จากสมการ (16-20) 
 

Average of probabilities:  LCi(X) = 1
m
 ∑ Pi(wi

m
j=1 |x)   (16) 

 

Product of probabilities:  LCi(X) = 1
m
 ∏ Pi(w

m
j=1 |x)   (17) 

 

Minimum of probabilities:  LCi(X) = minj=1...m{Pj(wi|x)}  (18) 
 

Maximum of probabilities: LCi(X) = maxj=1,...,m{Pj(wi|x})  (19) 
 

Majority voting:  H(X) = argi=1...mmax { Si= ∑  I (hj(x))=Ym
j=1 }   (20) 

 

โดยที่  
i คือ จ่านวนของคลาสตั้งแต่ 1 ถึง n  
j คือ จ่านวนของของตัวจ่าแนกประเภทตั้งแต่ 1 ถึง m ที่ใช้ในวิธีการ 

เอ็นเซมเบิล 
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Weighted voting schemes เป็นวิธีการโหวตแบบให้ค่ าถ่ วงน้่ าหนักที่ มี ความ
ครอบคลุมภายใต้กรอบการหาค่าของ Simple weighted voting, Rescaled weighted voting, 
Best–worst weighted voting แ ล ะ  Quadratic best–worst weighted voting โด ย ค่ า ถ่ ว ง
น้่าหนัก (Weight values) หรือ wk ส่าหรับแต่ละคลาส (Onan et al., 2016) สามารถค่านวณหาค่า
ตามสมการ (21) 
 

wk=
ak

∑ all
 (21) 

 

โดยที่  

al คือ ค่าความถูกต้อง ของตัวจ่าแนกประเภท l จากตัวจ่าแนกทั้งหมด 

    ak คือ ค่าความถูกต้อง ของตัวจ่าแนกประเภท k ของ ชุดข้อมูลส่าหรับการ
เรียนรู้แบบจ่าลอง 

การปรับค่าน้่าหนักตามสัดส่วน ดังสมการ (22)  
 

ak=max { 0,1- 
M.ek

N(M-1)
 } (22) 

 

โดยที่   

ek คือ จ่านวนของค่าความผิดพลาดที่ได้รับ  
N คือ จ่านวนของตัวอย่างข้อมูล และ M คือ จ่านวนคลาส   

การหาค่า Best–worst weighted voting ดังสมการ (23) 
 

ak= 1- ek- eB

ew- eB
 (23) 

 

โดยที่  

eB คือ ค่าความผิดพลาดต่่าสุด และ ew คือ ค่าความพลาดสูงสุด  
การหาค่า Quadratic best– worst weighted voting ดังสมการ (24) 

 

ak= ( 
ew- ek

ew- eB
 )

2
 (24) 

 

โดยที่   

ek คือ จ่านวนของค่าความผิดพลาดที่ได้รับ  
วิธีการที่ 2 วิธีการกราเดียนบูทติ งทรี เป็นวิธีการที่ได้ปรับปรุงจากวิธีการต้นไม้ตัดสินใจ 

และเป็นตัวจ้าแนกประเภทหนึ่งของวิธีการเอ็นเซมเบิล โดยสร้างการสุ่มสร้างต้นไม้ในรูปแบบล้าดับชั น 
โดยจะสร้างต้นไม้เพื่อลดค่าความผิดพลาดที่เกิดขึ นจากต้นไม้ก่อนหน้า จากนั นน้าผลลัพธ์ที่ได้มา
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รวมกัน วิธีการนี จะท้าให้ค่าความเอนเอียงและค่าความแปรปรวนลดลง เพราะค่าความผิดพลาด      
ที่เกิดขึ นก่อนหน้าได้ถูกแก้ไข แต่อาจจะมีตัวแปรหลายตัวที่ต้องปรับเพื่อให้ได้ประสิทธิภาพที่ ดีขึ น 
และหลีกเลี่ยงปัญหาการเกิดข้อมูลเกินจ่านวนมาก (Ebrahimi et al., 2019)  

วิธีการที่ 3 แรนดอมฟอเรสต์เป็นวิธีการหนึ่งของวิธีการเอ็นเซมเบิลท้างานโดยจะสุ่ม
ข้อมูลส้าหรับการเรียนรู้แบบจ่าลองและสุ่มคุณลักษณะ ออกเป็นหลายชุด จากนั นจะสร้างแบบจ้าลอง
ด้วยวิธีการต้นไม้ตัดสินใจขึ นมาหลายๆ แบบจ้าลอง จากนั นน้าข้อมูลส้าหรับการทดสอบชุดเดียวกัน
เข้าไปท้านาย แล้วได้ผลลัพธ์ของแต่ละแบบจ้าลอง จากนั นน้าผลลัพธ์มาท้าการโหวตแล้วเลือกผลลัพธ์
ได้คะแนนโหวตมากที่สุดเป็นค้าตอบ (Han et al., 2012) 
 
2.2 งานวิจัยที่เกี่ยวข้อง 

ผู้วิจัยได้ท่าการศึกษาปัญหาและแนวทางงานวิจัยที่มีความเกี่ยวข้องกับการจ่าแนกโรคซึมเศร้า  
ที่วิเคระห์ข้อมูลจากโซเซียลมีเดีย และงานวิจัยที่ศึกษาเกี่ยวกับวิธีการเอ็นเซมเบิลแบบก่าหนดค่า
น้่าหนัก รวมทั้งงานวิจัยที่เกี่ยวข้องกับการแสดงความรู้สึกนึกคิดด้วยข้อมูลแบบหลายลักษณะ 
รายละเอียดดังนี ้

2.2.1 การจ่าแนกประเภทโรคซึมเศร้าจากโซเซียลมีเดีย 
กระบวนการจ่าแนกประเภทโรคซึมเศร้าโดยน่าข้อมูลโซเซียลมีเดียมาวิเคราะห์ มีการ

พัฒนางานวิจัยอย่างต่อเนื่องเพื่อหาแนวทางในการช่วยแก้ปัญหาการจ่าแนกประเภทของโรคซึมเศร้า
จากพฤติกรรมการใช้โซเซียลมีเดีย ดังน้ี 

Tsugawa และคณะ (2015) ได้น่าเสนองานวิจัยเพื่อหาระดับของภาวะซึมเศร้าของ
ผู้ใช้งานบน Twitter โดยใช้ข้อมูลจากผู้ใช้งาน Twitter จ่านวน 3,200 tweets ซึ่งข้อมูลเหล่านี้ มี
ค่าศัพท์ที่เกี่ยวข้องกับโรคซึมเศร้า จ่านวน 1,622 ข้อความ แบ่งออกเป็น 2 กลุ่ม ได้แก่ ค่าศัพท์ที่บ่ง
บอกเป็นโรคซึมเศร้าจ่านวน 862 ค่า และค่าศัพท์ที่บ่งบอกว่าไม่เป็นโรคซึมเศร้าจ่านวน 760 ค่า ใน
การหาระดับของภาวะซึมเศร้านั้น ความถี่ค่าของหัวข้อที่มีความยาว และอาจจะท่าให้ได้ผลลัพธ์ที่ไม่
ชัดเจน ดังนั้นจึงน่า คุณลักษณะกิจกรรมของผู้ใช้งานและหัวข้อของ tweets มาพิจารณาร่วมด้วย 
เพื่อท่าให้เกิดความสมบูรณ์ต่อการน่าข้อมูลไปวิเคราะห์ ในการพิจารณาคุณลักษณะของภาวะซึมเศร้า 
(Munmun, De et al., 2013) ประกอบด้วย 1) พิจารณาจากในถุงค่า 2) หัวข้อ แบ่งเป็น 5, 10 และ 
20 หัวข้อ 3) อัตราส่วนของค่าที่มีผลกระทบเชิงบวก 4) อัตราส่วนของค่าที่มีผลกระทบเชิงลบ 5) 
ความถี่ในการโพสต์ต่อ 1 ชั่วโมง 6) ความถี่ในการโพสต์ต่อ 1 วัน 7) ค่าเฉลี่ยค่าต่อการโพสต์ 8) อัตรา
การรีทวีต 9) อัตราโดยรวม 10) อัตราส่วนที่มีที่อยู่เว็บไซต์ 11) จ่านวนผู้ใช้งานที่ติดตาม และ 12) 
จ่านวนผู้ที่ถูกติดตาม การทดลองนี้ได้สังเกตุการณ์เป็นระยะเวลา 2 เดือน จากนั้นใช้วิธีการซัพพอร์ต
เวกเตอร์แมชชีนในการจ่าแนกประเภท โดยน่าคุณลักษณะที่ 2) หัวข้อจ่านวน 10 หัวข้อ 3) อัตราส่วน
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ของค่าที่มีผลกระทบเชิงบวก 4) อัตราส่วนของค่าที่มีผลกระทบเชิงลบ 5) ความถี่ในการโพสต์ต่อ 1 
ชั่วโมง 8) อัตราการรีทวีต 10) อัตราส่วนที่มีที่อยู่เว็บไซต์ 11) จ่านวนผู้ใช้งานที่ติดตาม และ 12) 
จ่านวนผู้ที่ถูกติดตาม ไปพิจารณาได้ค่าความถูกต้องมากที่สุด จากผลการทดลองค่าความถูกต้อง
เท่ากับ 69% ของงานวิจัยคาดการณ์ว่าปัญหาที่ท่าให้ความถูกต้องของการทดลองได้ไม่สูงนั้น เพราะ
จ่านวนข้อความที่น่าเข้ามาสร้างแบบจ่าลองมีน้อย และเข้ารับการท่านายนั้นอาจสั้นเกินไป จนท่าให้
ไม่สามารถท่านายได้ และระยะเวลาในการสังเกตการณ์ที่มากขึ้นไม่ได้ช่วยเพิ่มความแม่นย่าให้
แบบจ่าลอง และในบางครั้งอาจจะได้ผลลัพธ์ที่แย่ลง 

Kang และคณะ (2016) ได้ท่าเสนองานวิจัยการจ่าแนกหาผู้คนที่ เข้าข่ายเป็นโรค
ซึมเศร้าจากการข้อความความคิดเห็น อิโมติคอน และรูปของการโพสต์บน Twitter เพื่อการสร้าง
แบบจ่าลองที่สามารถน่าเอาข้อความ อิโมติคอน และภาพ มาจ่าแนกว่าเข้าข่ายเป็นโรคซึมเศร้า มีชุด
ข้อมูลในการทดลอง 3 ชุดข้อมูล ได้แก่ 1) ชุดข้อมูลที่เป็นข้อความ 2) ชุดข้อมูลที่เป็นอิโมติคอน และ 
3) ชุดข้อมูลที่เป็นภาพ จากนั้นน่ามาเข้ากระบวนการท่าเหมืองข้อมูล โดยใช้วิธีการซัพพอร์ตเวกเตอร์
แมชชีน พบว่าการใช้เฉพาะข้อความความคิดเห็นและอิโมติคอน มีความถูกต้อง 84.45 % ความ
แม่นย่า 81.01 % ความระลึก 83.50 % และค่าเฉลี่ยประสิทธิภาพโดยรวม 82.24 % การใช้ข้อความ
ความคิดเห็น อิโมติคอน และรูป มีความถูกต้อง 90.04 % ความแม่นย่า 86.01 % ความระลึก 87.51 
% และค่าเฉลี่ยประสิทธิภาพโดยรวม 86.72 % จากการวิเคราะห์ผลการทดลองท่าให้ทราบว่าการ
น่าเอาข้อความความคิดเห็น อิโมติคอน และภาพ เข้ามาท่านายท่าให้มีค่าความถูกต้องที่สูงตามไป
ด้วย เพราะมีการให้น้่าหนักอิโมติคอนด้วย จึงท่าให้ข้อความจากประโยคสั้น ๆ ได้รับการท่านาย
ถูกต้องมากขึ้น จึงท่าให้ได้ผลลัพธ์ดีขึ้นไปด้วย 

Aldarwish และคณะ (2017) ได้น่าเสนอวิธีการจัดระดับความรุนแรงของโรคซึมเศร้า
จากการโพสต์บนโซเชียลมีเดีย ซึ่งการแยกระดับผู้ป่วยที่เป็นโรคซึมเศร้าเพื่อช่วยวินิจฉัยและรักษาให้
ถูกต้องตามระดับความรุนแรงของโรค งานวิจัยนี้ได้มีการพิจารณาอาการโรคซึมเศร้า 9 อาการตาม 
DSM-5 criteria ได้ แก่  Sadness, Loss of Interest, Appetite, Sleep, Thinking Guilt, Tired, 
Movement และ Suicidal ideation ซึ่งได้รวบรวมข้อความจากการโพสต์บนโซเซียลมีเดีย ได้แก่ 
Facebook, Twitter และ LiveJournal จ่านวน 6,773 ข้อความ เป็นข้อมูลที่แสดงความคิดเห็นถึง
เกี่ยวกับอาการโรคซึมเศร้า จ่านวน 2,073 ข้อความ และข้อความที่ไม่ได้แสดงออกถึงอาการเป็นโรค
ซึมเศร้า จ่านวน 4,700 ข้อความ  จากอัตราส่วนระหว่างข้อความที่แสดงถึงอาการเป็นโรคซึมเศร้า
และไม่แสดงอาการถึงการเป็นโรคซึมเศร้ามีอัตราส่วนที่แตกต่างกันมากกว่าสองเท่า จึงด่าเนินการ
แก้ไขปัญาด้วยการเลือกข้อความที่ไม่แสดงถึงอาการของโรคซึมเศร้าไปใช้ในการสร้างแบบจ่าลอง 
จ่านวน 2,073 ข้อความ ด้วยวิธีการสุ่มเลือก จากนั้นแบ่งข้อความที่แสดงออกว่าเป็นโรคซึมเศร้าและ
ข้อความที่ไม่แสดงออกถึงโรคซึมเศร้า แก้ไขการเกิดปัญหาความไม่สมดุลของข้อมูลด้วยการสุ่ม
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ข้อความที่ไม่แสดงออกถึงโรคซึมเศร้าให้เท่ากับจ่านวนข้อความที่แสดงออกถึงโรคซึมเศร้า ใช้วิธีการ 
Porter stemming algorithm ในการลดความยาวค่าจนกว่าจะถึงความยาวค่าขั้นต่่า จากนั้นน่ามา
จ่าแนกระดับความรุนแรงด้วย วิธีการซัพพอร์ตเวกเตอร์แมชชีนและวิธีการนาอีฟเบย์ พบว่าการใช้
วิธีการนาอีฟเบย์ได้ผลลัพธ์ ความถูกต้อง 63% ความแม่นย่า 100% และค่าความระลึก 57%  และ
วิธีการซัพพอร์ตเวกเตอร์แมชชีน ได้ ความถูกต้อง 57 % ความแม่นย่า 67 % และความระลึก 56 % 
ซึ่งเป็นค่าที่ไม่สูงทั้งสองวิธีการ เมื่อเปรียบเทียบกับวิธีการ Social network sites (SNS) based 
predictive model ที่ได้ผลลัพธ์ ความถูกต้อง 77 % ความแม่นย่า 78 % และความระลึก 85 %  
จากการวิเคราะห์คาดว่าปัญหาที่ท่าให้ผลการทดลองได้ค่าความถูกต้องที่ไม่สูง เพราะอาจน่าข้อความ
ที่เป็นค่าสแลงเข้ามาท่านาย ท่าให้ค่าความถูกต้องลดน้อยลงได้ จากงานวิจัยนี้ เมื่อพิจารณาอาจไม่ใช่
เฉพาะค่าสแลงเพียงอย่างเดียวที่ท่าให้ประสิทธิภาพของแบบจ่าลองไม่ดี อาจเป็นเพราะวิธีการเลือก
ข้อมูลแต่ละอาการมีจ่านวนข้อความที่แตกต่างกันมาก 1) Sadness มีจ่านวน 1,195 ข้อความ 2) 
Loss of Interest มีจ่านวน 15 ข้อความ 3) Appetite มีจ่านวน 14 ข้อความ 4) Sleep มีจ่านวน 
67 ข้อความ 5) Thinking มีจ่านวน 292 ข้อความ 6) Guilt มีจ่านวน 234 ข้อความ 7) Tired มี
จ่านวน 77 ข้อความ  8) Movement มีจ่านวน 6 ข้อความ และ 9) Suicidal ideation มีจ่านวน 
173 ข้อความ  ซึ่งจ่านวนข้อความที่ได้ท่าการสุ่มเลือกเพื่อมาทดสอบอาจไม่เพียงพอต่อการน่ามา
วิเคราะห์อาการโรคซึมเศร้า หรือข้อความในบางอาการมีค่อนข้างน้อยท่าให้ชุดค่าเกิดการเรียนรู้น้อย
ท่าให้การท่านายไม่ถูกต้อง ซึ่งอาจใชว้ิธีการอื่นที่ท่าช่วยแก้ไขปัญหาความไม่สมดุลของข้อมูล และอาจ
จ่าเป็นต้องเก็บรวบรวมข้อมูลเพิ่ม 

Doenribram และคณะ (2019) ได้น้าเสนอการจ้าแนกอาการของโรคซึมเศร้า 9 อาการ 
โดยแบ่งชุดข้อมูล 1) ชุดข้อมูลส้าหรับการเรียนรู้แบบจ้าลอง ใช้ข้อความการโพสต์แสดงความคิดเห็น
ภาษาอังกฤษจาก 9 แฮชแท็กที่เป็นอาการของโรคซึมเศร้าบน Twitter จ้านวนข้อความ 27,000 
ข้อความ ในงานวิจัยนี ประกอบด้วยแบบจ้าลอง 9 แบบจ้าลองตามอาการโรคซึมเศร้า ในแต่ละ
แบบจ้าลองมีคลาสค้าตอบจ้านวน 2 คลาส คือ คลาสที่เป็นอาการโรคซึมเศร้าและคลาสอาการคนปก
ทั่วไป และ 2) ส้าหรับเป็นชุดการทดสอบแบบจ้าลอง ได้รวบรวมข้อความการแสดงคงความคิดเห็น
จาก 30 คน แบ่งเป็นที่ป่วยเป็นโรคซึมเศร้า 15 คน และคนที่ปกติ 15 คน ที่มีการโพสต์ข้อความ
ต่อเนื่องอย่างน้อย 2 สัปดาห์ และมีการโพสต์แสดงความคิดเห็นทุก ๆ 1 วัน เพื่อหาประสิทธิภาพ
แบบจ้าลองและเวลาที่ใช้ในการประมวล ในขั นตอนการเตรียมข้อมูลใช้วิธีการ Information gian ใน
การคัดเลือกคุณลักษณะให้ข้อชุดมูล โดยแบ่งจ้านวน k = 2000, 4000, 6000 และคุณลักษณะ
ทั งหมด จากนั นได้น้าเสนอคุณลักษณะ Top 10 คุณลักษณะที่มีความถี่มากที่สุดในทั ง 9 อาการ 
ขั นตอนการการจ้าแนกประเภทอาการโรคซึมเศร้าใช้วิธีการ นาอีฟเบย์ โดยก้าหนด boundary ค่า
ความน่าจะเป็น 0, 10, 20, 30, 40, 50, 60, 70, 80 และ 90 ในการกรองชุดข้อความ จากนั นท้าการ
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โหวตเพื่อหาค้าตอบการท้านายด้วยวิธีการคะแนนเสียงข้างมากแบบไม่ก้าหนดค่าน ้าหนัก ในการ
วิเคราะห์อาการซึมเศร้าจากแบบฟอร์ม DSM-5 criteria การค้านวณตามทฤษฎี person’s ผลการ
ทดลองพบว่า 1) ในชุดข้อมูลส้าหรับการเรียนรู้แบบจ้าลองของแบบจ้าลอง Loss of interest ได้
ค่าเฉลี่ยความถูกต้องมากที่สุด คือ 95.85 % คุณลักษณะ 2,000 ใช้เวลาเรียนรู้แบบจ้าลองน้อยที่สุด 
คุณลักษณะทั งหมดใช้เวลาเรียนรู้แบบจ้าลองมากที่สุด และการใช้คุณลักษณะทั งหมดใช้เวลาในการ
ขั นตอนการเตรียมข้อมูลน้อยที่สุด โดยที่ 2,000 4,000 และ 6,000 ใช้เวลาในขั นตอนการเตรียม
ข้อมูลใกล้เคียงกัน และเวลาที่ใช้ไปในทุกขั นตอน 6,000 คุณลักษณะ ใช้เวลาประมวลผลรวมมากที่สุด 
และ 2) ชุดข้อมูลส้าหรับการทดสอบแบบจ้าลอง พบว่า boundary ความน่าจะเป็น คือ 80 และ 90 
ค่าเฉลี่ยความถูกต้อง 80.00 % และ Doenribram (2020) ได้น้าเสนอวิธกีารเปรียบเทียบแบบจ้าลอง
ด้วยวิธีการเหมืองข้อมูล โดยแบ่งออกเป็น 2 ระดับ โดยระดับที่หนึ่งใช้วิธีการนาอีฟเบย์ วิธีการซัพ
พอร์ตเวกเตอร์แมชชีน จากนั นน้าผลค้าตอบไปท้าการโหวตด้วยวิธีการคะแนนเสียงข้างมากแบบไม่
ก้าหนดค่าน ้าหนัก ผลการทดสอบพบว่า ในชุดส้าหรับการเรียนรู้แบบจ้าลอง ระดับที่หนึ่ง วิธีการนา
อีฟเบย์ ได้ค่าความถูกต้อง 82.55 % และวิธีการซัพพอร์ตเวกเตอร์แมชชีน ได้ค่าความถูกต้อง 
96.18% ในระดับที่สอง จึงน้าวิธีการซัพพอร์ตเวกเตอร์แมชชีนที่ได้ค่าความถูกต้องไปใช้ทดสอบใน
ระดับที่สอง ใชว้ิธีการซัพพอร์ตเวกเตอร์แมชชีน+แรนดอมฟอเรสต์ ได้ค่าความถูกต้อง 94.45 % และ 
วิธีการซัพพอร์ตเวกเตอร์แมชชีน+วิธีการนาอีฟเบย์ ความถูกต้อง 83.23 % ชุดข้อมูลส้าหรับทดสอบ
ระดับที่หนึ่ง วิธีการนาอีฟเบย์ ความถูกต้อง 76.67 % และวิธีการซัพพอร์ตเวกเตอร์แมชชีน ความ
ถูกต้อง 70.00 %  ระดับที่สองวิธีการซัพพอร์ตเวกเตอร์แมชชีน+แรนดอมฟอเรสต์ ความถูกต้อง 
70.00 % วิธีการซัพพอร์ตเวกเตอร์แมชชีน+วิธีการนาอีฟเบย์ ความถูกต้อง 73.33 % จากงานวิจัยทั ง
สอง พบว่าเมื่อจ้านวนของค้าตอบที่ทายผิดมีมากกว่าจ้านวนค้าตอบที่ทายถูกท้าให้การท้านายค้าตอบ
สุดท้ายผิด และท้าให้ประสิทธิภาพของแบบจ้าลองลดลง และใช้เวลาในการประมวลค่อนข้างนาน 
ดังนั นจึงเกิดค้าถามในการวิจัยว่า หากน้าชุดข้อมูลดังกล่าว มาก้าหนดค่าน ้าหนักให้ชุดค้าตอบที่ดี
มากกว่าชุดค้าตอบที่ไม่ดี จะท้าให้ประสิทธิภาพแบบจ้าลองและเวลาในการประมวลผลดีขึ น และหาก
น้าชุดข้อมูลส้าหรับการเรียนรู้ 9 อาการของโรคซึมเศร้า และ 1 อาการของบุคคลปกติ มาเป็นคลาส
ค้าตอบ พบว่าอาจมีบางคุณลักษณะในคลาสหนึ่งที่อาจจะส่งผลต่อค้าตอบในคลาสอื่นได้ ดังนั นการใช้
วิธีการหาค่าถ่วงน ้าหนักที่เหมาะสมให้ค้าตอบตามประสิทธิภาพการท้านายอาจเป็นช่วยแก้ไขปัญหา
ดังกล่าวได้  

Alabdulkreem (2020) ได้น้าเสนองานวิจัยนี ที่น้าข้อมูลจากการโพสต์แสดงความ
คิดเห็นและความรู้สึกของผู้ใช้งานบน Twitter ด้วยภาษาอาหรับของหญิงอาหรับในสถานการณ์การ
ระบายของไวรัสไวรัสโคโรนาสายพันธุ์ 2019 ระหว่างเดือน มีนาคม-สิงหาคม ปี 2563 จากผู้ใช้งาน
จ้านวน 200 คน มากกว่า 10,000 ข้อความ แบ่งเป็น 2 ชุด คือ 7,000 ข้อความส้าหรับการเรียนรู้



 

 

 
 23 

แบบจ้าลอง และ 3,000 ข้อความส้าหรับการทดสอบแบบจ้าลอง โดยคัดเลือกเฉพาะผู้ใช้งานที่มีการ
โพสต์มากกว่า 50 โพสต์เป็นต้นไปเพื่อให้แน่ใจว่ามีข้อมูลเพียงพอต่อการน้ามาวิเคราะห์ข้อมูล โดยมี
จ้านวน 2 คลาส คือ มีภาวะซึมเศร้าและไม่มีภาวะซึมเศร้า เนื่องด้วยโครงสร้างของภาษาอาหรับมี
ความซับซ้อนมากกว่าภาษาอังกฤษจึงต้องมีวิธีการจัดการเกี่ยวโครงสร้างทางภาษาให้ดี จากนั้นได้
เปรียบเทียบประสิทธิภาพการจ้าแนกภาวะซึมเศร้าโดยแบ่งเป็น 2 แบบ ได้แก่  1) วิธีการสอนแบบ
ดั งเดิม (Traditional learning) ประกอบด้วย วิธีการซัพพอร์ตเวกเตอร์แมชชีน การถดถอยโลจีสติก 
แรนดอมฟอเรสต์ และต้นไม้ตัดสินใจ และ 2) การเรียนรู้เชิงลึก (Deep learning) ประกอบด้วย 
CNN, DNN และ Recurrent neural network - Long short-term memory (RNN-LSTM) พบว่า
การจ้าแนกภาวะซึมเศร้าแบบ วิธีการสอนแบบดั งเดิม วิธีการต้นไม้ตัดสินใจมีความถูกต้องมากที่สุด 
60 % และ ค่าเฉลี่ยประสิทธิภาพโดยรวม 57 % ซึ่งได้ผลลัพธ์ที่น้อยกว่าวิธีการการเรียนรู้เชิงลึก โดย 
RNN-LSTM เป็นวิธีการที่ได้ประสิทธิภาพมากกว่าวิธีการอื่น ความถูกต้อง 72 % ความแม่นย่า 71 % 
ความระลึก 68 % และค่าเฉลี่ยประสิทธิภาพโดยรวม 69 % และใช้เวลาการประมวลน้อยที่สุด 

Yazdavar แ ล ะค ณ ะ  (2020) ได้ น้ า เส น อ  Multimodal framework ป ระกอบ 
Content-based models, Image-based models และ Network-based models เพื่อวิเคราะห์
สุขภาพทางจิตโดยใช้ข้อมูลจากคุณลักษณะภาพ Profile คุณลักษณะข้อมูลภาพจากการใช้โซเซียล
มีเดีย (จ้านวนเพื่อน จ้านวนการติดตาม สถานะ การรีทวีต รายการโปรด) คุณลักษณะข้อความ เพื่อ
จ้าแนกกลุ่มที่มีมีภาวะซึมเศร้า ใช้วิธีการเอ็มเซมเบิลในการคัดเลือกคุณลักษณะร่วมกับหลักการทาง
สถิติ ได้แก่ Chi-square, Pearson correlation และ ANOVA เพื่อคัดลือกคุณลักษณะไปในสร้าง
แบบจ้าลองทั ง 3 วิธกีารที่น้าเสนอไดค้่าเฉลี่ยประสิทธิภาพโดยรวมเพิ่มขึ น 5% 

2.2.2 วิธีการเอ็นเซมเบิล 
Onan และคณะ (2016) ได้น่าเสนอวิธีการก่าหนดค่าน้่าหนักใน Voting ensemble 

method โดยพัฒนารูปแบบการให้คะแนนแบบถ่วงน้่าหนักด้วยการปรับค่าน้่าหนักที่เหมาะสมให้กับ
ตัวจ่าแนกประเภทและคลาสค่าตอบแต่ละตัวตามค่าความแม่นย่าและความระลึก จากการท่านายของ
ตัวจ่าแนกประเภททั้งหมด เพื่อแก้ไขปัญหาจ่านวนค่าตอบที่ไม่ดี แต่มีจ่านวนมากกว่าค่าตอบที่ดี การ
แก้ไขปัญหาดังกล่าว จะสามารถเพิ่มประสิทธิภาพในการท่านายในการจ่าแนกประเภทข้อความ ใน
พัฒนารูปแบบการให้คะแนนแบบถ่วงน้่ าหนักแบบ Multi-objective optimization โดยจะ
ก่าหนดค่าน้่าหนักที่เหมาะสมให้กับตัวจ่าแนกประเภทและคลาสค่าตอบแต่ละตัวตามประสิทธิภาพ
การท่านายของตัวจ่าแนกประเภททั้งหมด เพื่อเพิ่มประสิทธิภาพในการท่านาย ซึ่งประสิทธิภาพของ
ค่าความแม่นย่าและความระลึก จะเป็นตัวก่าหนดการปรับค่าน้่าหนัก ดังนั้นจึงจ่าเป็นต้องหาวิธีการใน
การก่าหนดค่าน้่าหนัก ในงานวิจัยนี้ได้ใช้ชุดข้อมูลในการทดลอง 9 ชุด ได้แก่ Camera, Camp, 
Doctor, Drug, Laptop, Lawyer, Radio, TV และ Music ซึ่งเป็นชุดข้อมูลที่มีคลาสจ่านวน 2 คลาส 
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คือ คลาสเชิงบวกและคลาสเชิงลบ ทดสอบเพื่อหาประสิทธิภาพแบบจ่าลอง โดยการน่าวิธีการจ่าแนก
ประเภท Stacking, Voting schemes และ Metaheuristic-based weighted voting ที่ประกอบ
ไปด้ วย  Genetic algorithm (GA), Multi-objective simulated annealing (SA), Differential 
evolution (DE) , Multi-objective particle swarm optimization (CMDPSO)  แ ล ะ  Multi-
objective differential evolution (MODE) ซึ่งวิธีการ Metaheuristic-based weighted voting 
จะท่าการค่านวณหาค่า Multi-objective weight adjustment โดยพิจารณาจากค่าความแม่นย่า
และความระลึก จากนั้นน่าค่าน้่าหนักที่ได้มาท่าการเลือกค่าตอบสุดท้ายในการท่านาย จากผลการ
ทดลองพบว่า MODE-based weighted voting ได้ผลลัพธ์ดีที่สุด SA-based weighted voting ได้
ผลลัพธ์รองลงมา ซึ่งผลลัพธ์ที่ได้มีค่าที่ใกล้เคียงกันมาก จากงานวิจัยนี้พบว่า การปรับปรุงค่าถ่วง
น้่าหนักให้ค่าตอบแต่ละตัวในแต่ละคลาส จากนั้นแล้วน่าค่าถ่วงน้่าหนักที่มากที่สุดมาเป็นค่าตอบ
สุดท้ายในแต่ละคลาสท่าให้ได้ประสิทธิภาพเพิ่มขึ้น ซึ่งช่วยแก้ปัญหาการเลือกค่าตอบที่ดีแต่มีจ่านวน
น้อยกว่าค่าตอบที่ไม่ดีได ้ 

Zul และคณะ (2018) ได้น่าเสนอการผสมผสานวิธีการเหมืองข้อมูลการวิเคราะห์ความ
เชื่อมั่นของ Facebook และ Twitter โดยรวบรวมข้อมูล Feeds จาก Facebook ในขั้นตอนการ
เตรียมข้อมูลได้ ลบค่าที่ผิดปกติออก ก่าหนดลาเบลด้วยวิธีการ Sentiwordnet คัดเลือกคุณลักษณะ
ด้วยวิธีการ Frequent itemset mining (FIM) และน่าชุดข้อมูลไปท่าการจ่าแนกประเภทด้วยวิธีการ 
วิธีการนาอีฟเบย์ และ วิธีการนาอีฟเบย์+การแบ่งกลุ่มแบบเคมีน โดยก่าหนดให้ k=6, 7, 8, 9 และ 
10 ผลการทดลองพบว่า วิธีการนาอีฟเบย์ มีค่าเฉลี่ยความถูกต้องอยู่ระหว่าง 80.52% - 82.50% 
และ ธีการนาอีฟเบย์+การแบ่งกลุ่มแบบเคมีน มีค่าเฉลี่ยความถูกต้องอยู่ระหว่าง 80.32% - 81.52% 
จากกงานวิจัยนี้พบว่า ให้ก่าหนดลาเบลด้วยวิธีการ Sentiwordnet ท่าให้ได้ผลลัพธ์ที่ดีกว่าการน่า K-
Means มาเป็นค่าตอบในการทดลองด้วยวิธีการนาอีฟเบย์+การแบ่งกลุ่มแบบเคมีน 

AlHamed และ AlGwaiz (2020) ได้น่าเสนองานวิจัยเกี่ยวกับการน่าวิธีการเหมือง
ข้อมูลแบบผสมผสานในการวิเคราะห์ข้อมูลของบริษัทบน Twitter จ่านวน 14,200 จากบริษัท 
Starbucks, Aramex, Uber และ Pizza เป็นข้อความเชิงบวก 4,590 และเชิงลบ 4,070 ในการวิจัย
นี้ได้แบ่งกระบวนการท่างานเป็น 2 ระดับ คือ ระดับที่ 1  Lexicon classifier จะก่าหนดลาเบลให้ชุด
ข้อมูลเป็นคลาสเชิงบวก เป็นกลาง และเชิงลบ จากนั้นท่าการจ่าแนกประเภทด้วย ANN ระดับที่ 2 
ผู้บริโภคสามารถระบุผลิตภัณฑ์ บริการ และประกาศ การรับรู้ในเชิงบวกและเชิงลบ จากนั้นจัดอันดับ
รายการค่าที่ถูกพูดถึงมากที่สุดในเชิงบวกและเชิงลบด้วยวิธีการ Term frequency ผลการทดลองได้
ค่าความถูกต้อง 89% บริษัทสามารถน่าไปใช้ประโยชน์ในการระบุจุดอ่อนและจุดแข็ง ในการโฆษณา
และผลกระทบต่อการตัดสินใจเชิงกลยุทย์ไดดี้   
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Rojarath และ Songpan (2020) น่าเสนอการเลือกจ่านวนตัวจ่าแนกประเภทจากตัว
จ่าแนกประเภทพื้นฐานและตัวจ่าแนกแบบเอ็นเซมเบิลเพื่อให้ค่าน้่าหนักแต่ละคลาสส่าหรับการโหวต
แบบให้ค่าถ่วงน้่าหนักด้วยอัตราการท่านายถูกของคลาส และได้เปรียบเทียบผลลัพธ์ระหว่างวิธีการที่
ได้น่าเสนอกับตัวจ่าแนกแบบเอ็นเซมเบิลโดยทดสอบกับข้อมูลจ่านวน 5 ชุด ที่ประกอบด้วยคลาส
ค่าตอบแบบไบนารีและแบบหลายคลาส และ Rojarath (2021) ได้น่าเสนอกระบวนการเพื่อปรับปรุง
ประสิทธิภาพการท่านายของแต่ละแบบจ่าลองดีขึ้นส่าหรับการให้ค่าน้่าหนักแก่คลาสด้วยการ
ก่าหนดค่าแก่คลาสด้วยค่าความน่าจะเป็นการเกิดคลาสผลลัพธ์ โดยทดสอบกับข้อมูลจ่านวน 10 ชุด 
ที่ประกอบด้วยคลาสค่าตอบแบบไบนารีและแบบหลายคลาส พบว่าวิธีการทั้งสองวิธีการเมื่อให้ค่า
น้่าหนักแล้วสามารถเพิ่มความเสถียรภาพแก่ตัวแบบการเรียนรู้แบบผสมผสานท่าให้ได้ผลลัพธ์ที่ดี มี
ความถูกต้องเพิ่มมากขึ้นในชุดข้อมูลแบบหลายคลาส และช่วยแก้ไขปัญหาความไม่สมดลุของชุดข้อมูล
ได ้ในงานวิจัยนี้ไม่ได้กล่าวถึงกระบวนการคัดเลือกคุณลักษณะ 

Khan และคณะ (2021) ให้น่าเสนอวิธีการผสมผสานการจ่าแนกประเภทภาวะซึมเศร้า 
ทดสอบกับชุดข้อมูล Genres-tags movielens โดยคัดเลือกคุณลักษณะด้วยวิธีการ Recursive 
feature elimination (RFE) จากนั้นน่าคุณลักษณะที่ได้มาจ่าแนกประเภทด้วยวิธีการ วิธีการซัพ
พอร์ตเวกเตอร์แมชชีน วิธีการเพื่อนบ้านที่ใกล้ที่สุด วิธีการนาอีฟเบย์ การวิเคราะห์การถดถอยโลจี
สติก การวิเคราะห์การจ่าแนกประเภทเชิงเส้น และ Classification and regression trees (CART) 
ผลการทดลองพบว่า CART ผลลัพธ์ที่ดีที่สุด จากนั้นท่าการทดลองด้วยวิธีการเอ็นเซมเบิลแบบต่าง ๆ 
ผลการทดลองพบว่า วิธีการแรนดอมฟอเรสตใ์ห้ผลลัพธ์ที่ดีที่สุด 

 นอกจากงานวิจัยที่เกี่ยวข้องทั ง 2 ประเด็นข้างต้นนั นเป็นงานวิจัยที่น้าข้อความไป
วิเคราะห์เพื่อสร้างแบบจ้าลอง ยังมีงานวิจัยที่เกี่ยวข้องที่ใช้ข้อมูลแบบ Multimodal analysis ซึ่งใช้
ข้อมูล เช่น ข้อความ สีภาพ การกระจายสี ความสว่างของภาพ ฉากที่อยู่ในภาพ และอื่น ๆ ในการ
วิจัย (Choudhury et al., 2016; Wendlandt et al., 2017) และพบว่าคุณลักษณะข้อมูลเหล่านี มี
ความสัมพันธ์กับลักษณะทางจิตใจและความรู้สึกนึกคิดของผู้ใช้งาน เช่น การวิจัยเกี่ยวกับผู้ป่วยที่เป็น
โรคอารมณ์สองขั วโดยเฉพาะช่วงของอารมณ์ซึมเศร้าจะมีแนวโน้มที่จะเปิดเผยอารมณ์ของตนจากการ
เลือกสีหรือชอบเฉดสี เข้มในสถานการณ์ ในชีวิตประจ้าวัน (Fernandes et al., 2017) การ
เปรียบเทียบความเกี่ยวข้องกันระหว่างคุณลักษณะที่ใช้ในการท้านายโดยใช้ข้อมูลข้อความ ภาพ และ
ใช้ข้อความร่วมกับภาพ (Wendlandt et al., 2017) การวิจัย เพื่ อพัฒนาแบบจ่าลองแบบ 
multimodal ด้วยการใช้วิธีการทางสถิติเพื่อรวมชุดคุณลักษณะที่แตกต่างกัน ได้แก่ ข้อมูลภาพ 
ข้อความ และการใช้งานระบบของผู้ใช้งานบน Twitter เพื่อแยกแยะพฤติกรรมซึมเศร้าโดยใช้
คุณลักษณะข้อมูลที่หลากหลาย (Yazdavar et al., 2020) เป็นต้น  
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2.3 ทฤษฏีของภาพ 
ภาพสามารถใช้สื่อสารเพื่ อบ่งบอกความหมายและการแสดงออกทางด้านอารมณ์ ได้ 

องค์ประกอบของภาพ ประกอบด้วย สี พื้นผิว รูปร่าง ขนาด ที่ว่าง จุด และลักษณะเฉพาะอื่นๆ 
คุณสมบัติของภาพมีความคล้ายคลึงและแตกต่างกัน การน่าคุณสมบัติของภาพน่าไปใช้ประโยชน์เพื่อ
วิเคราะห์การแสดงออกด้านอารมณ์ เพื่อการดึงคุณลักษณะของภาพเพื่อท่าให้ได้ข้อมูลที่ต้องการ จึง
จ่าเป็นต้องศึกษาวิธีการที่เหมาะสมและเข้าใจคุณสมบัติของภาพก่อน ในงานวิจัยได้มุ่งเน้นศึกษา
เกี่ยวกับภาพดิจิทัลขนาด 2 มิติ และการประมวลผลภาพดิจิทัล (Digital image processing) เพื่อ
ประมวลผลภาพสีและน่าคุณลักษณะสีภาพเพื่อน่าข้อมูลไปวิเคราะห์ภาวะซึมเศร้า   การเก็บภาพใน
ระบบดิจิทัลจะมีการก่าหนดต่าแหน่งเป็นเมตริก์ (Matrix) ตามจ่านวนคอลัมน์และแถว แทนจ่านวน
จุดพิกเซล (Pixel) ของภาพ ขนาด m*n โดยมีขนาดคอลัมน์ m และ n แถว เมตริกซ์ (Carruthers 
et al., 2010; Reece & Danforth, 2017) 

ฮิสโตแกรม (Histogram) ของภาพระบุถึงการกระจายความเข้มแสงด้วยค่าความถี่ โดยแสดง
ระดับความเข้มแสงจากนับจ้านวนพิกเซลที่มีค่าความเข้มเหมือนกันเรียงค่าตั งแต่ 0-255 (มืดสุด - 
สว่างสุด) หากการกระจายส่วนใหญ่อยู่ทางซ้ายภาพนั นจะมีความสว่างน้อย หากการกระจายส่วนใหญ่
อยู่ทางขวาภาพนั นมีความสว่างมาก (Singh & Hemachandran, 2012)  ในงานวิจัยนี ใช้ การสร้าง
ฮิสโตแกรมภาพสี (Color histogram) แบบแยกองค์ประกอบจากแบบจ้าลองสี RGB (Red, Green, 
Blue) โดยแยกองค์ประกอบของแต่ละสี R [0, 255] - G [0, 255] - B [0, 255] การค้านวณการ
กระจายสีในงานวิจัยนี  ใช้การหาค่าเฉลี่ย (El-Bendary, Hariri, Hassanien, & Badr, 2015) เพื่อน้า
คุณลักษณะสีไปใช้งาน 
 

𝑥̅ =
∑ 𝑥𝑥𝑥

𝑥⋅𝑥
𝑥=1

𝑥 ⋅ 𝑥
 

(25) 

  
เมื่อ M·N คือ จ่านวนพิกเซล (Pixels) ของภาพ ขนาด 2 มิติ  

xij  คือ ค่าพิกเซลภาพ j ของสี i 
 
2.4 การประเมินประสิทธิภาพ 

สมการที่ใช้ในการประเมินประสิทธิภาพแบบจ่าลองด้วยวิธีการแบ่งข้อมูลเป็น 10 ส่วน (10-fold 
cross validation)ในงานวิจัยนี้ ได้แก่ Accuracy, Precision, Recall และ F-measure หรือ F1-
score (Han et al., 2011) รายละเอียดสมการ ดังนี้ 

 

  Actual Values 



 

 

 
 27 

  Positive (1) Negative (0) 

Pr
ed

ict
ed

 
Va

lu
es

 Positive (1) TP FP 

Negative (0) FN TN 

ภาพที่ 2 Confusion Matrix ขนาด 2x2 

โดยที่   
True Positive (TP)  คือ ท้านายว่า จริง และสิ่งที่เกิดขึ น เป็นจริง 

  True Negative (TN) คือ ท้านายว่า ไม่จริง และสิ่งที่เกิดขึ น ไม่จริง 
  False Positive (FP) คือ ท้านายว่า จริง แต่สิ่งที่เกิดขึ น ไม่จริง 
  False Negative (FN) คือ ท้านายว่าไม่จริง แต่สิ่งที่เกิดขึ น เป็นจริง 

ค่าความถูกต้อง (Accuracy) เป็นการหาความถูกต้องการจ่าแนกประเภทข้อมูลโดยรวม 
หรือการพิจาณาทุกคลาส ค่านวณจากผลการท่านายถูกหารด้วยจ่านวนของข้อมูลทั้งหมดที่น่ามา
ท่านาย ดังสมการ (26) 

 

Accuracy= 
TP+TN

TP+TN+FP+FN
 (26) 

 

การวัดความแม่นย่า (Precision) โดยพิจารณาแยกแต่ละคลาส โดยค่านวณหาจากจ่านวน
ครั้งที่ทายว่า Positive แล้วถูก หารด้วยจ่านวนครั้งที่ทายว่า Positive ทั้งหมด ดังสมการ (27) 

 

Precision= 
TP

TP+FP
 (27) 

 

 การวัดค่าความระลึก (Recall) หรือ Senstivity เป็นการวัดความถูกต้องของวิธีการ ซึ่ง
พิจารณาทีละคลาส โดยค่านวณหาจาก จ่านวนครั้งที่ทายว่า Positive แล้วถูก หารด้วยจ่านวน 
Positive ทั้งหมดในข้อมูล ดังสมการ (28) 
 

Recall= 
TP

TP+FN
 (28) 

 

 ค่าเฉลี่ยประสิทธิภาพโดยรวม (F1-score) ซึ่งพิจารณาทีละคลาส โดยค่านวณหาค่า 
Harmonic Mean ของ Precision และ Recall ดังสมการ (29) 

 

F1=2 × (
precision × recall

precision+recall
) (29) 
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2.5 Paired – sample t-test 
ทฤษฏี Paired – sample t-test เป็นการเปรียบเทียบข้อมูลผลก่อนการทดสอบกับข้อมูลผล

หลังการทดสอบกับกลุ่มตัวอย่างเดียวกัน จากสมมติฐาน  (Hypothesis) ทางสถิติการพิสูจน์ว่า
สมมติฐานเป็นจริงหรือไม่ จะน่าข้อมูลไปไปทดสอบสมมติฐานทางสถิติ (Statistic Hypothesis 
Testing) เพื่อสรุปสมมติฐานนั้นว่าเป็นจริงหรือไม่จริง โดยบอกค่าระดับนัยส่าคัญหรือโอกาสที่จะ
ผิดพลาดไว้ด้วย ขั้นตอนการทดสอบสมมติฐาน ได้แก่ การตั้งสมมติฐาน ก่าหนดระดับนัยส่าคัญ เลือก
วิธีการทางสถิติและการค่านวณทางสถิติ หาค่า p-value ตัดสินใจและสรุปผล สัญลักษณ์ที่ใช้ในการ
ทดสอบสมมติฐาน ได้แก่ H0 คือ สมมติฐานที่ก่าหนดขึ้นเพื่อทดสอบ โดยค่าที่ระบุใน H0 ต้องมีเครื่อ

หมายเท่ากับ (=) ด้วยเสมอ 0 คือ ค่าเฉลี่ยการคาดการณ์หรือค่าเฉลี่ยของสมมติฐานที่ตั้งขึ้น H1 คือ 

สมมติฐานแย้ง จะมีความหมายในทางตรงกันข้ามกับ H0  ซึ่ง 1 คือ ค่าเฉลี่ยของประชากรที่ไม่ทราบ

ค่า และ 𝑥2 คือ ค่าแปรปรวนประชากร หากผลการทดสอบ ยอมรับ H0 จะปฏิเสธ H1 แต่หากผล
การทดสอบเป็นไปในทางตรงกันข้ามด้วยการปฏิบเสธ H0 จะยอมรับ H1 การทดสอบสมมติฐานทาง
สถิติแบบข้างเดียว (One-sided test) มักจะมีเครื่องหมายมากกว่า (>)  หรือน้อยกว่า (<) อยู่ใน H1 
และ H0 โดยจะมีเครื่องหมายเท่ากับอยู่ในเครื่องหมายมากกว่าหรือน้อยกว่าด้วยเสมอ และการ
ทดสอบสมมติฐานทางสถิติแบบสองทาง (Two-sided test) มักจะมีเครื่องหมายเท่ากับที่ H0 เช่น  

H0 : 0 ≤ 75.25 

H1 : 1 > 75.25  และ 

H0 : 1 = 0 ผลการทดสอบกอนและหลังการทดสอบไม่แตกต่างกัน 

H1 : 1 ≠ 0 ผลการทดสอบกอนและหลังการทดสอบแตกต่างกัน 
วิธีการทางสถิตทิี่มีส่วนเก่ียวข้องกับการทดสอบสมมติฐาน ได้แก่ ค่าเฉลี่ย (Mean) ส่วนเบี่ยงเบน

มาตราฐาน  (Standard deviation) และความคลาดเคลื่ อนมาตรฐาน  (Standard error of 
measurement: S.E.) (Jennings et al., 2002) สถิติส่าหรับการทดสอบ t-test 
 

t=
x-̅μ0
σ

√n

 

(30) 
 

เมื่อ    t  คือ ค่าทางสถิติที่ได้จากการค่านวณ จากสมการ (30) 
        𝑥̅ คือ ค่าเฉลี่ยกลุ่มตัวอย่าง 
 𝑥 คือ ค่าเฉลี่ยการคาดการณ ์
 n คือ จ่านวนกลุ่มตัวอย่าง 

 𝑥 คือ ความคลาดเคลื่อนมาตรฐาน 
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ในการแปลความหมายระดับความเชื่อมั่น (Confidence level) ในการทดสอบสมมติฐาน จะ
บอกโอกาสความถูกต้องของผลในการทดสอบสมมติฐาน ระดับความเชื่อมั่นที่ใช้ เช่น 99% 95% 
90% เป็นต้น โดยระดับความเชื่อมั่นจะตรงกันข้ามกับระดับนัยส่าคัญ (Significance level) หรือ
ความผิดพลาดของการทดสอบมมติฐาน แทนด้วยสัญลักษณ์ α  

จากการศึกษาทฤษฏีและงานวิจัยที่เกี่ยวข้อง จึงได้น่าการสกัดคุณลักษณะด้วยวิธีการ  Binary 
term occurrences การคัดเลือกคุณลักษณะด้วยวิธีการ Information gain มาทดสอบเพื่อคัดเลือก
คุณลักษณะที่ค่าสัญของชุดข้อมูลแบบหลายคลาสและไบนารีคลาส และเลือกตัวจ่าแนกประเภทแบบ
เดี่ยวด้วยวิธีการ นาอีฟเบย์ ซัพพอร์ตเวกเตอร์แมชชีน ต้นไม้ตัดสินใจ เพื่อนบ้านที่ใกล้ที่สุด ตัวแบบ
เชิงเส้นนัยทั่วไป กราเดียนบูทติ้งทรี แรนดอมฟอเรสต์ ซึ่งเป็นวิธีการที่ให้ประสิทธิภาพที่ดีกับชุดข้อมูล
ในงานวิจัย เพื่อน่าไปใช้วิธีการเอ็นเซมเบิลแบบไม่ก่าหนดค่าน้่าหนัก และได้น่าเสนอวิธีการเอ็นเซม
เบิลแบบการก่าหนดค่าน้่าหนัก ด้วยวิธีการอัตราการท่านายถูกของคลาสค่าตอบ (True Positive 
weighted ensemble: TPW) และค่าเฉลี่ยความน่าจะเป็นของการเกิดคลาสค่าตอบ (Average 
probability weighted ensemble: APW) เพื่อปรับปรุงประสิทธิภาพการพยากรณ์โรคซึมเศร้าใน
วัยรุ่น จากนั้นท่าการวัดประเมินประสิทธิภาพวิธีการที่ได้น่าเสนอ และท่าการทดสอบ Paired – 
sample t-test เพื่อเปรียบเทียบความแตกต่างกันของผลลัพธ์ระหวา่งวิธีการที่น่าเสนอ 



 

 

 

บทที่ 3 
วิธีด าเนินการวิจัย 

 
การด่าเนินการวิจัยนี้เพื่อบรรลุตามวัตถุประสงค์ ผู้วิจัยได้ด่าเนินการวิจัยตามทฤษฎีและงานวิจัย

ที่เกี่ยวข้องกับการวิธีการการพยากรณ์โรคซึมเศร้า โดยการด่าเนินการงานวิจัยแบ่งวิธีการวิจัยออกเป็น 
2 ส่วน ได้แก่ 1) การปรับปรุงค่าน้่าหนักที่เหมาะสมและปรับปรุงวิธีการเหมืองข้อมูลโดยวิธีการเอ็น
เซมเบิล และ 2) การวัดประสิทธิภาพการจ่าแนกโรคซึมเศร้าด้วยคุณลักษณะข้อมูลจากความคิดเห็น
ร่วมกับคุณลักษณะภาพ ดังนี ้

 
ภาพที่ 3 กรอบการวิจัยการปรับปรุงวิธีการการพยากรณ์โรคซึมเศร้าในวัยรุ่น 
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จากภาพที่ 3 แสดงถึงกรอบการวิจัยและขั้นตอนการท่างาน 2 ส่วน โดยการด่าเนินการกรอบการ
วิจัยที่ 1 ได้ท่าการปรับปรุงค่าน้่าหนักที่เหมาะสมและปรับปรุงวิธีการเหมืองข้อมูลโดยวิธีการเอ็นเซม
เบิล (Framework I) ส่าหรับวิเคราะห์โรคซึมเศร้าด้วยชุดข้อมูลแบบหลายคลาส (Multi-class)  และ
การด่าเนินการกรอบการวิจัยที่ 2 ได้ท่าการวัดประสิทธิภาพการจ่าแนกโรคซึมเศร้าด้วยการเพิ่ม
คุณลักษณะข้อมูลจากภาพ (Framework II) ส่าหรับวิเคราะห์โรคซึมเศร้าด้วยชุดข้อมูลแบบไบนารี
คลาส (Binary class) โดยเปรียบเทียบการหาค่าน้่าหนักที่เหมาะสมจากตัวจ่าแนกประเภทที่แตกต่าง
กันเพื่อปรับปรุงวิธีการเหมืองข้อมูลโดยวิธีการเอ็นเซมเบิล ด้วยวิธีการจากกรอบการวิจัยที่ 1  
 

3.1 การปรับปรุงค่าน  าหนักที่เหมาะสมและปรับปรุงวิธีการเหมืองข้อมูลโดยวิธีการเอ็นเซมเบิล 

 
ภาพที่ 4 ขั้นตอนการปรับปรุงค่าน้ าหนักที่เหมาะสมและปรับปรุงวิธีการเหมืองข้อมูลโดยวิธีการ    

เอ็นเซมเบิล 

การปรับปรุงค่าน้่าหนักที่เหมาะสมและปรับปรุงวิธีการเหมืองข้อมูลโดยวิธีการเอ็นเซมเบิล มี
วัตถุประสงคแ์ละขั้นตอนการท่างาน ดังนี ้

1. การหาจ่านวนคุณลักษณะที่เหมาะสมส่าหรับการเรียนรู้แบบจ่าลอง ตัวจ่าแนกประเภทที่ใช้ 
ได้แก่ นาอีฟเบย์ ขั้นตอนวิธีการเพื่อนบ้านใกล้ที่สุด แรนดอมฟอเรสต์ ส่าหรับชุดข้อมูลแบบหลาย
คลาส 

2. การปรับปรุงค่าน้่าหนักจ่านวน 2 วิธีการ คือ 1) อัตราการท่านายถูกของคลาสค่าตอบ (True 
positive weighted ensemble: TPW) และ 2) ค่าเฉลี่ยความน่าจะเป็นของการเกิดคลาสค่าตอบ 
(Average probability weighted ensemble: APW) จากผลลัพธ์ที่ได้จาก ชุดข้อมูลส่าหรับเรียนรู้
แบบจ่าลอง   

3. การเปรียบเทียบผลลัพธ์ระหว่าง ตัวจ่าแนกประเภทแบบเดี่ยว วิธีการเอ็นเซมเบิลแบบไม่
ก่าหนดน้่าหนัก และวิธีการเอ็นเซมเบิลแบบก่าหนดน้่าหนักแบบ TPW และ APW 
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ขั้นตอนการด่าเนินการปรับปรุงค่าน้่าหนักที่เหมาะสมและปรับปรุงวิธีการเหมืองข้อมูลโดย
วิธีการเอ็นเซมเบิล ดังนี ้

3.1.1 การรวบรวมข้อมูล 
งานวิจัยนี้ ได้เก็บรวบรวมข้อมูลในการทดสอบจาก จากงานวิจัย การจ่าแนกโรคซึมเศร้า

จากพฤติกรรมการโพสต์ข้อความบน Twitter (Doenribram et al., 2019) ซึ่งเป็นข้อมูลการ 
โพสต์ Twitter ประกอบด้วยชุดข้อมูล 2 ชุด ดังนี้  

ชุดข้อมูลที่ 1 ส่าหรับการเรียนรู้แบบจ่าลอง รวบรวมจากการติดแฮชแท็ก บน Twitter 
ของผู้ใช้งานทั่วไป ประกอบด้วย 9 อาการ ที่ได้บ่งบอกถึงอาการของโรคซึมเศร้า และ 1 อาการที่บ่ง
บอกถึงบุคคลปกติ ข้อมูลนี้เป็นข้อมูลที่มีจ่านวนเท่ากันทุกอาการเป็นข้อความภาษาอังกฤษ แต่ละ
อาการคือคลาสค่าตอบ ดังตารางที่ 2  

ตารางที่ 2 จ านวนข้อมูลจากแฮชแท็กตามลักษณะอาการชุดข้อมูลส าหรับเรียนรู้แบบจ าลอง 
ล ำดับ อำกำร แฮชแท็ก ข้อควำม 

1 อารมณ์ซึมเศร้า  #sadness #depressive 3,000 
2 ความสนใจลดลง  #loss of interest #lose interest 3,000 
3 น ้าหนักผิดปกติ  #appetite #hunger 3,000 
4 การนอนผิดปกติ  #sleepless #hethargy 3,000 
5 สมาธิสั น #un thinking #out thinking 3,000 
6 รู้สึกไร้ค่า  #guilt #disgrace #dishonor 3,000 
7 ร่างกายอ่อนเพลีย #tired #bored #fatigued 3,000 
8 กระวนกระวาย 

หรือเช่ืองช้า 
#lackadaisical #lazy #loafing #phlegmatic 3,000 

9 การอยากฆ่าตัวตาย  #suicidal #dangerous #destructive 3,000 
10 ปกต ิ #Happy 3,000 

รวม 30,000 
 
ตารางที่ 3 ตัวอย่างข้อความจากแฮชแท็กตามลักษณะอาการ 
ล ำดับ ชื่อตัวแปร ค ำอธบิำย ตัวอย่ำงข้อมลู 

1 Id รหัสการโพสต ์ 104642xxxxxx0000 

2 Text ข้อความที่โพสต ์ I've realized i've been drenched in a whole 
lot more depressive stories than usual 
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ล ำดับ ชื่อตัวแปร ค ำอธบิำย ตัวอย่ำงข้อมลู 

3 Label ประเภทตาม
ลักษณะอาการ 

Depressed mood (1) 

 
ตารางที่ 4 ตัวอย่างข้อมูลส าหรับการเรียนรู้แบบจ าลอง 

Id Text Label 

104620677718xxxxx29 Supermodel Gisele Bündchen speaks out about 
her struggle with severe panic attacks and 
suicidal thoughts. https://t.co/brfugVAyZI 

9 

104644822507xxxxx97 RT @PeterStefanovi2: Yet another gut-
wrenching indictment of Tory Britain. A 
disabled man left ‘suicidal’ and ‘living off 
water’ after his… 

9 

104644818430xxxxx32 RT @emileypaigeargo: no suicidal shit but do 
y’all ever wonder what the world would be 
like if you weren’t here anymore? 

9 

104644716952xxxxx46 SUICIDAL DOORS CALL IT KURT COBAIIIN 
https://t.co/N077Z3eMQc 

9 

ชุดข้อมูลที่ 2 ส่าหรับทดสอบแบบจ่าลอง รวบรวมจากการโพสต์ข้อความภาษาอังกฤษ 
บน Twitter ของนักแสดงและเป็นผู้ที่มีชื่อเสียง จ่านวน 30 คน ประกอบด้วย 15 คน ที่เปิดเผยว่า
ตนเองเป็นโรคซึมเศร้า (34,435 ข้อความ)  และ 15 คนไม่เป็นโรคซึมเศร้า (22,498 ข้อความ) โดย
ผู้ใช้งานแต่ละคนต้องโพสต์ข้อความต่อเนื่องกันในระยะเวลามากกว่า 2 สัปดาห์ขึ้นไป 

ตารางที่ 5 จ านวนข้อความจากการโพสต์ของชุดทดสอบแบบจ าลอง 
บุคคลที่ไม่เป็นโรคซึมเศร้ำ จ ำนวนข้อควำม บุคคลที่เป็นโรคซึมเศร้ำ จ ำนวนข้อควำม 

1 459 1 1,021 
2 3,190 2 3,199 
3 3,228 3 1285 
4 1,697 4 3,125 
5 848 5 310 
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บุคคลที่ไม่เป็นโรคซึมเศร้ำ จ ำนวนข้อควำม บุคคลที่เป็นโรคซึมเศร้ำ จ ำนวนข้อควำม 
6 1,657 6 3,223 
7 1,265 7 1,895 
8 454 8 3,225 
9 2,090 9 3,212 
10 419 10 3,088 
11 547 11 3,207 
12 3,180 12 155 
13 1,287 13 1,046 
14 872 14 3,235 
15 1,305 15 3,209 
รวม 22,498  34,435 

ร้อยละ 39.52%  60.48% 
 
ตารางที่ 6 ตัวอย่างข้อความจากการโพสต์ของบุคคล 
ล ำดับ ชื่อตัวแปร ค ำอธบิำย ตัวอย่ำงข้อมลู 

1 Id รหัสการโพสต ์ 10327xxxxx460609 
2 Created_At วันและเวลาโพสต ์

YYYY-MM-DD HH: MM 
2018-08-24 03:18 

3 Text ข้อความที่โพสต ์ we love u more 
https://t.co/y5hRxC1rSQ 

 
ตารางที่ 7 ตัวอย่างข้อมูลส าหรับทดสอบแบบจ าลอง 

Id Created_At Text 

986776763698xxxx00 2018/04/19  But then I resurrected it with a blow 
dryer it was a christening. 

985360308720xxxx00 2018/04/15 Love you #BeyHive  Have fun 
celebrating all that love in the desert. 
When it’s dry and we are thirsty, music 
will bring the water that quenches our 
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Id Created_At Text 

soul.  
984528458234xxxx00 2018/04/13 So crazy!!! Happened in 2010! ????  
983913140009xxxx00 2018/04/11 Don’t forget to watch!! I had so much 

fun performing for my pops!  
#EltonSalute #EltonREVAMP  

3.1.2 การเตรียมข้อมูล 
ชุดข้อมูลที่ได้จาก Twitter ประกอบด้วยแฮชแท็ก ผู้ใช้งาน การรีทวีต ข้อความแสดง

อารมณ์ ที่อยู่เว็บไซต์ สัญลักษณ์พิเศษ อักษรที่ใช้ซ้่าท่าให้ความหมายเปลี่ยน จึงจ่าเป็นต้องคัดเฉพาะ
ข้อมูลที่เหมาะส่าหรับน่าใช้ในการทดลอง ขั้นตอนการเตรียมข้อมูล มีดังน้ี 

ขั้นตอนการท่าความสะอาดชุดข้อมูลด้วยการคัดกรองสิ่งที่ ไม่จ่าเป็นส่าหรับการ
ประมวลผลออกไป ในงานวิจัยนี้ ได้ด่าเนินการลบข้อมูลต่อไปนี้ออก ได้แก่ 1) ข้อความที่ขึ้นต้นด้วย 
“@” เนื่องจากเป็นชื่อผู้ใช้งาน 2) ข้อความที่ขึ้นต้นด้วย RT เนื่องจากเป็นข้อความที่เป็นการรีทวีต 
อักษรที่พิมพ์ซ้่าๆ เช่น “woowww” หากมีอักษรที่พิมพ์ติดกันซ้่ามากกว่า 2 ตัวอักษร จะถูกแทนที่
ด้วยตัวอักษรเพียง 1 ตัวอักษร 3) ลบข้อความที่อยู่เว็บไซต์ 4) ข้อความแสดงอารมณ์ และ 5) 
สัญลักษณ์พิเศษ ข้อความเหล่านี้ล้วนไม่มีความเกี่ยวข้องกับการจ่าแนกโรคซึมเศร้า 

ตารางที่ 8 ตัวอย่างการท า Regular expression 
ล ำดับ ข้อควำมก่อนกำรกรอง ข้อควำมหลังกำรกรอง 

1 @ArianaGrande @NBCTheVoice SO CUTEEE 

𝑥𝑥 https://t.co/pyMR778XQZ 

SO CUTE 

2 RT @NBCTheVoice: performance of just 
look up will leave you in awe. ??  

performance of just look Up 
will leave you in awe 

3 @NBCTheVoice Everything was just perfect 
wooowww 

Everything was just perfect 
wow 

1) การตัดค่าเป็นตอนส่าหรับแยกค่าศัพธ์ต่างๆ ให้เป็นค่าเดียวจากประโยค ก่อนน่าค่า
เหล่านั้นไปสู่ขั้นตอนต่อไป ในภาษาอังกฤษจะด่าเนินการแยกค่าด้วยช่องว่าง  
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ตารางที่ 9 ตัวอย่างการตัดค า 
ล ำดับ ข้อควำมก่อนกำรตัดค ำ ข้อควำมหลังกำรตัดค ำ 

1 SO CUTE SO | CUTE 
2 performance of just look up will leave you 

in awe. 
performance| of | just | look 
up | will | leave | you | in | 
awe 

3 Everything was just perfect wow Everything | was | just | 
perfect | wow 

2) การแปลงข้อความเป็นการเปลี่ยนตัวอักษรให้เป็นตัวอักษรพิมพ์เล็กทั้งหมด เช่น 
“SO CUTE” จะถูกแก้ไขเป็น “so cute” และ “Everything” จะถูกแก้ไขเป็น “everything” 

3) การก่าจัดค่าหยุดเป็นขั้นตอนการคัดกรองและลบค่าหยุดที่เป็นค่าที่ไม่มีความหมาย
ออกไป เช่น a, an, the, of, is, are, so, you เป็นต้น ในงานวิจัยนี้ใช้ชุดค่าหยุด  Default English 
stop words list (Stopwords, n.d.) เช่น “everything was just perfect wow” ค่าว่า “was” 
จะถูกกรองออก 
ตารางที่ 10 ตัวอย่างการคัดกรองและลบค าหยุด 

ล ำดับ ข้อควำมก่อนกำรกรองค ำหยุด ข้อควำมหลังกำรกรองค ำหยุด 

1 so cute cute |  
2 performance of just look up will leave 

you in awe. 
performance| just | look | up | 
leave | awe 

3 everything was just perfect wow everything | just | perfect | wow 

4) การหารากค่าศัพท์เป็นการตรวจสอบเพื่อหารากศัพท์ เพื่อการลดจ่านวนกลุ่มค่าที่มี
ความหมายเหมือนกัน จากนั้นน่าชุดค่าเข้าสู่กระบวนการท่าถุงค่าที่ใช้ส่าหรับการนับความถี่ที่อยู่ใน
เอกสาร 

5) การสกัดคุณลักษณะ เป็นขั้นตอนการให้ค่าน้่าหนักแก่ค่าหรือคุณลักษณะ ใน
งานวิจัยนี้ ใช้วิธีการ Binary term occurrence หลักการท่างาน “หากพบค่าที่มีในเอกสาร” จะถูก
ก่าหนดค่าเป็น 1 “หากไม่พบค่าในเอกสาร”จะก่าหนดค่าเป็น 0 จากนั้นนับความถี่ค่าที่ถูกพบ และ
น่ามาค่านวนค่าน้่าหนักให้แต่ละค่า ด้วยวิธีการ Information gain และจัดล่าดับค่าน้่าหนักตาม
ความส่าคัญของคุณลักษณะ จากนั้นน่าไปคัดเลือกคุณลักษณะตามล่าดับของ Top-k เนื่องด้วยเป็น
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วิธีการที่ใช้ช่วยลดเวลาการประมวลผล ใช้จ่านวนคุณลักษณะน้อยแต่ไม่ลดประสิทธิภาพลง IG 
สามารถคัดกรองค่าแม้จะมีค่าน้่าหนักต่่ามากได้ (Pintas et al., 2021)  

 
ภาพที่ 5 ขั้นตอนการคัดกรองคุณลักษณะ 

ตารางที่ 11 ตัวอย่างคุณลักษณะที่ได้รับการคัดเลือก 
Feature id Rank Features 

1 1 appetite 

2 2 hunger 

3 3 help 

4 4 depressive 

5 5 lose 

6 6 tired 

ขั้นตอนการแทนที่ค่าการเกิดคุณลักษณะในถุงค่า หากพบคุณลักษณะในถุงค่า จะให้ค่า 
1 หากไม่พบจะให้ 0 โดยขนาดของเวกเตอร์เท่ากับ  ขนาดของเอกสาร x ขนาดของคุณลักษณะ จาก
ตัวอย่างตารางที่  11 มีขนาดของเวกเตอร์ เท่ ากับ  4x6 เช่น  d1= “Sunday is so sad and 
depressive” จะพบค่าว่า “depressive” ดังนั้นจะให้ค่า t3=1 ส่วนค่าอ่ืนที่ไม่พบ จะให้ค่า 0  

ตารางที่ 12 ตัวอย่างการแทนที่ค่าในเอกสาร 
 t1 t2 *t3 t4 t5 t6 

d1 0 0 1 0 0 0 
d2 0 0 1 1 0 0 

d3 1 0 0 0 1 0 

d4 0 1 0 0 0 1 
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จากนั้นน่ามาค่านวณเค่า IG เพื่อจัดล่าดับความส่าคัญให้คุณลักษณะ โดยคัดเลือก 
คุณลักษณะจากค่าน้่าหนักด้วยวิธีการ Top-k จากค่าน่้าหนักที่สูงสุด จนถึงจ่านวน k  

3.1.3 การเรียนรู้แบบจ่าลอง 
ขั้นตอนนี้จะสร้างแบบจ่าลองตามจ่านวนของคุณลักษณะ ตั้งแต่ 200 – 6,000 

คุณลักษณะ โดยเลือกคุณลักษณะเรียงล่าดับจากค่าน้่าหนักตาม Top-k แล้วน้าไปสร้างแบบจ้าลอง
ด้วยตัวจ้าแนกประเภทนาอีฟเบย ์ขั นตอนวิธีการเพ่ือนบ้านใกล้ที่สุด และแรนดอมฟอเรสต์ จ้านวน 93 
แบบจ้าลอง เพื่อเปรียบเทียบประสิทธิภาพและเลือกแบบจ้าลองที่เหมาะสมที่สุด โดยพิจารณาจากค่า
ความถูกต้องกับเวลาที่ใช้ประมวลทั ง 3 ตัวจ้าแนก เพื่อให้ค่าน ้าหนักส้าหรับวิธีการเอ็นเซมเบิลแบบ
ก้าหนดน ้าหนักแบบ TPW และ APW  

TPW ให้ค่าน้่าหนักด้วยอัตาราการท่านายถูกต้อง (True positive-rate: TP-rate) ของ
คลาสค่าตอบ ค่านวณไดจ้ากสมการ (31) และ (32) (Rojarath & Songpan, 2021) และ APW ให้ค่า
น้่าหนักด้วยค่าความน่าจะเป็นการเกิดคลาสค่าตอบ ค่านวณจาก (33) ( Rojarath & Songpan, 
2020)  
 

TP-rate=
True positive class n

Total member of class n
  

(31) 
 

เมื่อ n คือ คลาสค่าตอบ n= {1, 2, 3, …, 10} 
 

TPW class = Probabilityi x TP-raten  (32) 
 

APW class = weight max
∑  (P x (Tr))w

class

n=c

C
 

 

  (33)   
 

โดยที่ 
  P  คือ ค่าความน่าจะเป็นในแต่ละคลาส 
 Tr คือ ค่าน้่าหนักของคลาส n ที่การท่านายถูกต้อง (TP-rate)  
 w คือ สมาชิกแต่ละ Instance 

C คือ จ่านวนตัวจ่าแนก 
ขั้นตอนการค่านวณค่าน้่าหนัก TPW และ APW ดังแสดงใน Algorithm 1 ขั้นตอนการ

น่าค่าน้่าหนักไปใช้เพื่อท่านายคลาส ดังแสดงใน Algorithm 2 และขั้นตอนการค่านวณคะแนนเพื่อ
ประเมิณการเป็นโรคซึมเศร้า ดังแสดงใน Algorithm 3 
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Algorithm 2: Calculation the TPW and APW vote ensemble 
Input: Training set 
1: Given a set of the classifiers c=(c1, c2, ... ck),  a set of the member m=(m1, m2, ...), 
    a set of the class n=(n1, n2, ..., nl) 
2: for c 1 to l do 
3:        for n 1 to l do 
4:    TPraten  (TPn) / (total_membern)    
5:    for    I   1 to m do  
6:  TPWn             Probabilitym x TPraten  
7:  newTPWn       TPWn   
8:             APWn            sum (Probabilitym x TPraten ) / c  
9:                     newAPWm         max (APWn) 
10:            end for 
11:        end for 
12: end for  
Output: the newTPW and newAPW 

3.1.4 การทดสอบแบบจ่าลอง 
หลังจากได้ค่าน้่าหนักแต่ละแบบจ่าลอง จากนั้นน่าค่าน้่าหนักที่ได้มาท่าขั้นตอนทดสอบ

แบบจ่าลองเพื่อท่านายคลาสของแต่ละแถวข้อมูลของแต่ละผู้ใช้งาน (zl) โดยใช้ชุดข้อมูลส่าหรับ
ทดสอบแบบจ่าลอง ดัง Algorithm 3  
Algorithm 3: Calculating the final prediction for the weighted voting ensemble 
Input: Test set 
1: Given a set of the classifiers c=(c1, c2, …, ck ),  
    a set of the member of the test set z=( z1, z2, …, zl ),   
    a set of the class n=(n1, n2, ..., nl) 
2:  for z 1 to l do 
3:        for i 1 to c do 
4:              for  j   1 to m do 
5:                      newTPW_probabilitym   Probabilitym x newTPWn  
6:                      newAPW_probabilitym   Probabilitym x newAPW n      
7:                      pred_TPWj                   max (newTPW_probabilitym)n     
8:                      pred_APWj   max (sum (newAPW_probabilitym) / ((the number of c))      
9:               end for 
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10:          end for           
11: end for 
Output: the final prediction class of each instance of the member (zl) 

 
ตารางที่ 13 ตัวอย่างผลการท านายคลาสของชุดข้อมูลส าหรับทดสอบแบบจ าลองแบบหลายคลาส 
C(1) C(2) C(3) C(4) C(5) C(6) C(7) C(8) C(9) C(10) Created-At 

1 0 0 0 0 0 0 0 0 0 2018-04-23 
1 0 0 0 0 0 0 0 0 0 2018-04-20 
1 0 0 0 0 0 0 0 0 0 2018-04-04 
0 1 0 0 0 0 0 0 0 0 2018-04-03 
0 1 0 0 0 0 0 0 0 0 2018-03-11 

ผลการท่านายคลาสของชุดข้อมูลส่าหรับทดสอบ หากการท่านายตรงกับอาการของ
คลาสนั้น จะก่าหนดค่าเท่ากับ 1 หากไม่ใช่จะก่าหนดค่าเท่ากับ 0 จากนั้นน่าข้อมูลที่ได้ไปวิเคราะห์
ภาวะโรคซึมเศร้า 

3.1.5 การวิเคราะห์ภาวะโรคซึมเศร้า 
เมื่อได้คลาสค่าตอบของชุดข้อมูลส่าหรับทดสอบแบบจ่าลองครบทั้ง 30 คน จากนั้นน่า

ผลลัพธ์ที่ได้ท่าประเมินการมีสภาวะเป็นโรคซึมเศร้า โดยน่าความถี่ที่เกิดขึ้นในแต่ละวันของคลาส
อาการโรคซึมเศร้า (คลาส 1-9) มาค่านวณและประเมิน แต่ไม่น่าคลาสที่ 10 มาค่านวณเพราะเป็น
คลาสอาการบุคคลปกต ิดัง Algorithm 4 
Algorithm 4: Calculating the score of the depressive symptom 
Input: The final prediction class of each instance of the member 
1: Given a set of the member of the test set z = (z1, z2, …, zl ) 
    a set of the final prediction class of each instance m 
    a set of dates of the month date_time = (date_time1, date_time2, …) 
    a set of score of the depressive symptom of each instance s = (s1, s2, …) 
2:  for z 1 to l do 
3:              for  j   1 to m do 
4:                      for date_time1 to 14 do 
5:                           if prediction_classj == depressive_ symptoms then 
6:                              total_score(zl)     sum(score(sj)) 
7:                           end if 
8:                      end for 
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9:                      if total_score(zl)  <= 27 and total_score(zl)  >= 13 then           
10:                                          zl     true 
11:                     else 
12:                                         zl     false 
13:              end for           
14: end for 
Output: the final prediction of the member (zl) 

จาก Algorithm 4 ได้อธิบายถึงการน่า Prediction class มาค่านวณคะแนนตาม
มาตราฐานของ DSM-5 criteria (บรรทัดที่ 4-8) ในระยะเวลา 2 สัปดาห์ที่ต่อเนื่อง อาการของโรค
ซึมเศร้าทั้ง 9 อาการหรือ 9 คลาส จะถูกน่ามาค่านวณคะแนน แต่คลาส 10 หรืออาการของคนทั่วไป
จะไม่ถูกน่ามาค่านวณคะแนน จากนั้นน่าคะแนนรวมมาประเมินว่ามีภาวะซึมเศร้า (บรรทัดที่ 9-13) 
หรือไม่ โดยผลการประเมินหรือผลลัพธ์ที่ได้ คือ หากบุคคลที่ได้คะแนนรวมตั้งแต่ 13 คะแนน (zi = 
true) บุคคลนั้นมีภาวะซึมเศร้าโดยก่าหนดให้เป็นคลาส Yes หากคะแนนรวมน้อยกว่า 13 คะแนน (zi 
= false) บุคคลนั้นปกติหรือไม่มีภาวะซึมเศรา้โดยก่าหนดให้เป็นคลาส No  

 
ภาพที่ 6 แสดงภาพรวมการได้มาของคลาสการประเมินภาวะซึมเศร้า 
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ดังภาพที่ 6 ในวันที่ 6 และ วันที่ 14 คลาสท่านายเป็นคลาสที่ 10 เป็นคลาสอาการของ 
คน ทั่วไปไม่น่ามาค่านวณคะแนน คะแนนรวมเท่ากับ 11 คะแนน ดังนั้นจึงเป็นคลาส No ซึ่งไม่มี
ภาวะซึมเศร้า 
 

3.2  การวัดประสิทธิภาพการจ าแนกโรคซึมเศร้าด้วยคุณลักษณะข้อมูลจากความคิดเห็นร่วมกับ
คุณลักษณะภาพ 

 
ภาพที่ 7 ขั้นตอนการวัดประสิทธิภาพการจ าแนกโรคซึมเศร้าด้วยคุณลักษณะข้อมูลจากความคิดเห็น

ร่วมกับคุณลักษณะภาพ 

การวัดประสิทธิภาพการจ่าแนกโรคซึมเศร้าด้วยคุณลักษณะข้อมูลจากความคิดเห็นร่วมกับ
คุณลักษณะภาพ มีวัตถุประสงค์และขั้นตอนการท่างาน ดังนี้ 

1. การหาจ่านวนคุณลักษณะที่เหมาะสมส่าหรับการเรียนรู้แบบจ่าลอง ตัวจ่าแนกประเภทที่ใช้ 
ได้แก่ ซัพพอร์ตเวกเตอร์แมชชีน ขั้นตอนวิธีการเพื่อนบ้านใกล้ที่สุด ต้นไม้ตัดสินใจ นาอีฟเบย์ 
กราเดียนบูทติ้งทรี และตัวแบบเชิงเส้นนัยทั่วไป ส่าหรับชุดข้อมูลไบนารีคลาส 

2. การปรับปรุงค่าน้่าหนัก 2 วิธีการ คือ อัตราการท่านายถูกของคลาสค่าตอบ และค่า เฉลี่ย
ความน่าจะเป็นของการเกิดคลาสค่าตอบ จากผลลัพธ์ที่ได้จาก ชุดข้อมูลส่าหรับเรียนรู้แบบจ่าลอง 
การหาค่าน้่าหนักให้แต่ละวิธีการ จากตัวจ่าแนกประเภทส่าหรับสร้างแบบจ่าลองการเรียนรู้ จ่านวน 
3, 4, 5, และ 6 ตัวจ่าแนก โดยก้าหนดแต่ละกลุ่มของตัวจ้าแนกประเภทเพื่อให้ค่าน ้าหนักตาม
ประสิทธิภาพล้าดับจากมากไปน้อย ดังนี   

1) จ้านวน 3 ตัวจ้าแนก ประกอบด้วย ซัพพอร์ตเวกเตอร์แมชชีน ตัวแบบเชิงเส้นนัย 
ทั่วไป และนาอีฟเบย ์
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2) จ้านวน 4 ตัวจ้าแนก ประกอบด้วย ซัพพอร์ตเวกเตอร์แมชชีน ตัวแบบเชิงเส้นนัย 
ทั่วไป นาอีฟเบย์ และกราเดียนบูทติ งทรี 

3) จ้านวน 5 ตัวจ้าแนก ประกอบด้วย ซัพพอร์ตเวกเตอร์แมชชีน ตัวแบบเชิงเส้นนัย 
ทั่วไป นาอีฟเบย์ กราเดียนบูทติ งทรี และต้นไม้ตัดสินใจ 

4) จ้านวน 6 ตัวจ้าแนก ประกอบด้วย ซัพพอร์ตเวกเตอร์แมชชีน ตัวแบบเชิงเส้นนัย 
ทั่วไป นาอีฟเบย์ กราเดียนบูทติ งทรี ต้นไม้ตัดสินใจ และขั นตอนวิธีการเพื่อนบ้านใกล้ที่สุด 

3. การเปรียบเทียบผลลัพธ์ระหว่างตัวจ่าแนกประเภทแบบเดี่ยว วิธีการเอ็นเซมเบิลแบบไม่
ก่าหนดน้่าหนัก และวิธีการเอ็นเซมเบิลแบบก่าหนดน้่าหนัก 
 ขั้นตอนการด่าเนินการ ประกอบด้วย ดังน้ี 

3.2.1 การรวบรวมข้อมูล 
งานวิจัยนี้ ผู้ วิจั ยได้ เก็บรวบรวมข้อมูล  ซึ่ งน่ ามาจาก Twitter และ Instagram 

ประกอบด้วยชุดข้อมูล 2 ชุด ดังน้ี 
ชุดข้อมูลที่ 1 ส่าหรับการเรียนรู้แบบจ่าลอง รวบรวมภาพที่มีข้อความภาษาอังกฤษใน

ภาพจากแฮชแท็กบน Twitter และ Instagram ของผู้ใช้งานทั่วไป ประกอบด้วย 9 อาการ ที่ได้บ่ง
บอกถึงอาการของโรคซึมเศร้า และ 1 อาการที่บ่งบอกถึงบุคคลปกติ จ่านวน 5,300 ภาพ โดย
ก่าหนดให้ 9 อาการเป็นคลาสค่าตอบคนที่เป็นโรคซึมเศร้า (Depression class) และ 1 อาการบุคคล
ปกติเป็นคลาสคนที่ไม่เป็นโรคซึมเศร้า (Non-depression class) 

ชุดข้อมูลที่ 2 ส่าหรับทดสอบแบบจ่าลอง รวบรวมจากการโพสต์ข้อความภาษาอังกฤษ
และภาพที่ถูกโพสต์โดยนักแสดง นักร้องและผู้ที่มีชื่อเสียง บน Twitter จ่านวน 47 คน ประกอบด้วย 
บุคคลที่เปิดเผยว่าเป็นโรคซึมเศร้า จ่านวน 27 คน และ บุคคลที่ไม่เป็นโรคซึมเศร้า จ่านวน 20 คน 
โดยผู้ใช้งานแต่ละคนต้องโพสต์ข้อความต่อเน่ืองกันในระยะเวลา 2 สัปดาห์ขึ้นไป  
ตารางที่ 14 แสดงจ านวนภาพจากการโพสต์ของชุดทดสอบ 

ล ำดับ จ ำนวน (คน) ภำพ ข้อควำม 

    คนที่เป็นโรคซึมเศร้า 27 20,830 17,415 

    คนที่ไม่เป็นโรคซึมเศร้า 20 9,511 14,501 

รวม 47 30,341 31,916 
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ตารางที่ 15 แสดงจ านวนภาพจากแฮชแท็กตามลักษณะอาการ  
ล ำดับ อำกำร แฮชแท็ก จ ำนวน

ภำพ 
คลำส 

1 อารมณ์ซึมเศร้า  #sadness #depressive 357 

depression 

2 ความสนใจลดลง  #loss of interest #lose interest 252 
3 น ้าหนักผิดปกติ  #appetite #hunger 842 
4 การนอนผิดปกติ  #sleepless #hethargy 317 
5 สมาธิสั น #un thinking #out thinking 299 
6 รู้สึกไร้ค่า  #guilt #disgrace #dishonor 295 
7 ร่างกายอ่อนเพลีย #tired #bored #fatigued 263 
8 การเคลื่อนไหวช้า  #lackadaisical #lazy #loafing 

#phlegmatic 
281 

9 การอยากฆ่าตัวตาย  #suicidal #dangerous 
#destructive 

293 

10 ปกต ิ #Happy #Enjoy #Smile 2,100 non-
depression 

รวม 5,300 
 

 
ภาพที่ 8 ตัวอย่างข้อมูลส าหรับการเรียนรู้แบบจ าลอง 
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ภาพที่ 9 ตัวอย่างข้อมูลส าหรับทดสอบแบบจ าลอง 

 
 

3.2.2 การเตรียมข้อมูล 

 
ภาพที่ 10 แสดงขั้นตอนการแยกคุณลักษณะ 

ในงานวิจัยน้ีน่าภาพที่น่ามาทดสอบที่ประกอบด้วยข้อความและคุณลักษณะของสีภาพ
ดังนั้นในขั้นตอนการเตรียมข้อมูลแบ่งออก 2 ส่วน ดังนี ้

1) คุณลักษณะข้อความ (Text features) ในขั้นตอนน้ีน่าข้อความในภาพออกมา 
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เมื่อได้ข้อความตามในภาพที่ 10 จากนั้นน่าเข้าสู่ขั้นตอนการเตรียมข้อมูลในส่วนของข้อความตาม
ขั้นตอนและวิธีการที่ 3.1.1 

2) คุณลักษณะสีของภาพ (Image features)  ในขั้นตอนนี้ได้น่าภาพมาประมวลผล 
เพื่อค่านวณหาค่าการกระจายสีของภาพด้วยวิธีการ RGB histogram โดยใช้ค่าเฉลี่ยการกระจายสี
ของสามสีหลัก ได้แก่ สีแดง สีเขียว และสีน้่าเงิน มีช่วงค่าสีตั้งแต่ 0 ถึง 255 จากนั้นจะน่าค่าเฉลี่ยการ
กระจายสีที่ได้เป็นคุณลักษณะของภาพนั้นๆ การค่านวนการกระจายสี ทฤษฏีทางสถิติที่ได้รับความ
นิยมน่ามาใช้ เพื่อหาคุณลักษณะสีของภาพ ได้แก่  ค่าเฉลี่ย (Mean) ส่วนเบี่ยงเบนมาตรฐาน 
(Standard deviation: SD) และค่าความเบ ้(Skewness) เป็นต้น (El-Bendary, Hariri, Hassanien, 
& Badr, 2015) ในงานวิจัยนี้ใช้ค่าเฉลี่ยของ สีแดง เขียว และน้่าหนัก การค่านวณหาค่าเฉลี่ยสีของ
สามสีหลัก จากสมการ (25) มีล่าดับการประมวลผล ดัง Algorithm 5 
Algorithm 5: Calculating the mean RGB histogram of images 
Input: Image (aj) 
1: imageimread(aj)    
2: meanR0; meanG0; meanB0  
3: [row, col, rgb]   size(image)    
4: channel_color  256 
5: RGB   [‘r’,’g’,’b’] 
6:  if len(shape(image)) == 3  
7:      then   img  rgb2gray(image)  
8:      else    img  img 
9: end if   
10:  histogram(img) zeros(rgb, channel_color) 
11: for color  1: rgb 
12:        for M  1 : row 
13:             for N  1 : col 
14:                   for i  0 : (channel_color - 1)          
15:                       if img (M, N, color) == i 
16:                           histogram(color, i + 1)  histogram(color, i + 1) + 1 
17:                       end if 
18:                   end for 
20:             meanR       sumRed(r, i+1)/(M*N) 
21:             meanG       sumGreen(g, i+1) /(M*N) 
22:             meanB       sumBlue(b, i+1) /(M*N) 
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23:             meanRGB  meanRGB(meanR, meanG, meanB) 
24:             end for 
25:        end for 
26: end for 
Output: meanRGB(Red, Green, Blue) value of the image(aj) 

รวมชุดข้อความ และ RGB histogram เข้าด้วยกันได้แก่ ค่าเฉลี่ยสีแดง ค่าเฉลี่ยสีเขียว 
ค่าเฉลี่ยสีน้่ าเงิน  และข้อความ  จากนั้นท่ าการปรับช่วงขอบเขตแต่ละคุณลักษณะ (Data 
normalization) ให้มีขนาดสเกลเดียวกันทุกคุณลักษณะและให้ค่าน้่าหนักแก่คุณลักษณะด้วยวิธีการ 
Binary occurrence และคัดเลือกคุณลักษณะที่จะน่าไปใช้งานด้วยวิธี Information gain โดย
คัดเลือกตาม Top-k โดยน่า ข้อความ ค่าเฉลี่ยสีแดง ค่าเฉลี่ยเขียว ค่าเฉลี่ยน้่าเงิน และคลาส ไปใช้
ส่าหรับสร้างการเรียนรู้แบบจ่าลอง โดยในชุดข้อมูลส่าหรับการเรียนรู้แบบจ่าลองจะคัดเลือกมาเฉพาะ
ภาพที่มีข้อความในภาพมาเท่านั้น 
ตารางที่ 16 ตัวอย่างคุณลักษณะภาพ 

ล ำดับ ชื่อตัวแปร ค ำอธบิำย ตัวอย่ำงข้อมลู 

1 Id ล้าดับภาพ 10xxxxx 

2 Text ข้อความจากภาพ Smile at strangers and you just might 
change a life 

3 MeanRed ค่าเฉลี่ยสีแดง 221.42 

4 MeanGreen ค่าเฉลี่ยสีเขียว 112.60 

5 MeanBlue ค่าเฉลี่ยสีน ้าเงิน 112.93  

6 Class คลาส non-depression (0)  

 
ตารางที่ 17 ตัวอย่างข้อมูลส าหรับการเรียนรู้แบบจ าลอง 
No Text Mean 

red 
Mean 
green 

Mean 
blue 

Label 

1 A single wish that has never come true 46.32 56.16 92.19 1 
2 You look pretty but you sound like a lie 90.39 106.33 114.35 1 
3 because right now death sounds so 87.23 113.36 127.65 1 



 

 

 
 

 
48 

No Text Mean 
red 

Mean 
green 

Mean 
blue 

Label 

Peaceful 
4 It's not you it's my anxiety 30.23 27.57 28.45 1 
5 I guess I just want a love story in the end 76.40 97.05 113.74 1 

3.2.3 การเรียนรู้แบบจ่าลอง 
สร้างแบบจ่าลองตามจ่านวนของคุณลักษณะ ตั้งแต่ 200 – 1,700 คุณลักษณะ โดย

เลือกคุณลักษณะเรียงล่าดับจากค่าน้่าหนักตาม Top-k แล้วน่าไปสร้างแบบจ่าลองด้วยตัวจ่าแนก
ประเภท ซัพพอร์ตเวกเตอร์แมชชีน ขั้นตอนวิธีการเพื่อนบ้านใกล้ที่สุด ต้นไม้ตัดสินใจ นาอีฟเบย์ 
กราเดียนบูทติ้งทรี และตัวแบบเชิงเส้นนัยทั่วไป ส่าหรับไบนารีคลาส จ่านวน 96 แบบจ่าลอง เพื่อ
เปรียบเทียบประสิทธิภาพแต่ละแบบจ่าลองและเลือกแบบจ่าลองที่เหมาะสมที่สุด โดยพิจารณาจาก
ค่าความถูกต้องกับเวลา เลือกแบบจ่าลองที่ให้ประสิทธิภาพที่ดีและใช้เวลาการประมวลที่เหมาะสม 
เพื่อน่ามาให้ค่าน้่าหนักตาม Algorithm 1  

3.2.4 การทดสอบแบบจ่าลอง 
เมื่อได้ค่าน้่าหนักของแต่ละแบบจ่าลองจาก Algorithm 2 น่าข้อมูลชุดที่ 2 จ่านวน 47 

คน มาทดสอบกับแบบจ่าลองดัง Algorithm 3 เพื่อให้แบบจ่าลองท่านายคลาสในแต่ละ Instance 
ของชุดทดสอบแต่ละบุคคล โดยที่ 1 หมายถึง มีอาการของในคลาสนั้นๆ และ 0 หมายถึง ไม่มีอาการ
ในคลาสนั้น ซึ่ง class(1) เป็นคลาสที่มีอาการของโรคซึมเศร้า และ class(0) เป็นคลาสบุคคลปกต ิ
ตารางที่ 18 ตัวอย่างการท านายคลาสของชุดข้อมูลส าหรับทดสอบแบบจ าลองแบบไบนารีคลาส 

Prediction class(1) Prediction class(0) Date Created 
1 0 2018-06-07 
1 0 2018-06-06 
1 0 2018-05-24 
1 0 2018-05-20 
0 1 2018-05-21 
1 0 2018-05-24 
0 1 2018-05-25 
0 1 2018-05-26 
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3.2.5 การวิเคราะห์ภาวะโรคซึมเศร้า 
น่าผลลัพธ์ที่ได้จากขั้นตอน 3.2.4 ซึ่งเป็นคลาสค่าตอบของชุดข้อมูลส่าหรับทดสอบ

แบบจ่าลองครบทั้ง 47 คน จากนั้นน่าผลลัพธ์ที่ได้ท่าการประเมินสภาวะการเป็นโรคซึมเศร้าตาม
ขั้นตอนของ Algorithm 4  

3.3  การวัดประสิทธิแบบจ าลอง 
งานวิจัยนี้วัดประสิทธิภาพ แบบจ่าลองด้วยค่า ความถูกต้อง ความแม่นย่า ความระลึก และ

ค่าเฉลี่ยประสิทธิภาพโดยรวม และการทดสอบประสิทธิภาพของแบบจ่าลองด้วยวิธีการแบ่งข้อมูลเป็น 
10 ส่วน (10-fold cross validation) 

 
 



 

 

 

บทที่ 4 
ผลการวิจัยและอภิปรายผล 

 
การวิจัยเรื่อง “การปรับปรุงวิธีการการพยากรณ์โรคซึมเศร้าในวัยรุ่น” มีวัตถุประสงค์เพื่อพัฒนา

กระบวนการปรับปรุงวิธีการการพยากรณ์โรคซึมเศร้าในวัยรุ่นด้วยวิธีการเอ็นเซมเบิล โดยการปรับปรุง
ค่าน้่าหนักที่เหมาะสมและวัดประสิทธิภาพการจ่าแนกด้วยคุณลักษณะข้อมูลจากความคิดเห็นร่วมกับ
คุณลักษณะภาพ ผลการด่าเนินการวิจัย และการอภิปรายผลการทดลอง มีรายละเอียด ดังนี้ 
ตารางที่ 19 แสดงจ านวนกลุ่มการทดลองการจ าแนกประเภทแบบเดี่ยว 

การทดลอง ตัวจ าแนก จ านวนกลุ่ม
คุณลักษณะ 

จ านวน
แบบจ าลอง 

การปรับปรุงค่าน้่าหนักที่เหมาะสมและ
ปรับปรุงวิธีการเหมืองข้อมูลโดยวิธีการ
เอ็นเซมเบิล 

3 ตัวจ่าแนก ได้แก่ 
NB, RF และ KNN 

31 93 

การวัดประสิทธิภาพการจ่าแนกโรค
ซึมเศร้าด้วยคณุลักษณะข้อมลูจาก
ความคิดเห็นร่วมกับคุณลักษณะภาพ 

6 ตัวจ่าแนก ได้แก่ 
SVM, DT, NB, KNN, 
GBT และ GLMs 

16 96 

 
4.1 ผลการด าเนินการวิจัย 

4.1.1 ผลการปรับปรุงค่าน้่าหนักที่เหมาะสมและปรับปรุงวิธีการเหมืองข้อมูลโดยวิธีการเอ็น
เซมเบิล 

1) การหาจ่านวนคุณลักษณะที่เหมาะสมส่าหรับการเรียนรู้แบบจ่าลอง จ่านวน 93 
แบบจ่าลอง ประกอบด้วย แบบจ่าลองใช้จ่านวนคุณลักษณะ เริ่มจาก 200-6,000 คุณลักษณะ ด้วยตัว
จ่าแนกประเภท นาอีฟเบย ์แรนดอมฟอเรสต์ และขั้นตอนวิธีการเพ่ือนบ้านใกล้ที่สุด   
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ภาพที่ 11 กราฟแสดงค่าความถูกต้องตัวจ าแนกประเภทแบบเดี่ยวของกรอบการวิจัยที่ 1 

 

 
ภาพที่ 12 กราฟแสดงเวลาประมวลผลตัวจ าแนกประเภทแบบเดี่ยวของกรอบการวิจัยที่ 1 

  จากผลลัพธ์ภาพที่ 11 และ 12 พบว่า แบบจ่าลองที่สร้างด้วยจ่านวนคุณลักษณะ 
1,300 คุณลักษณะมีความถูกต้องที่ดีและใช้เวลาประมวลผลที่เหมาะสมทั้ง 3 ตัวจ่าแนก ดังนั้นจึงน่า
แบบจ่าลองนี้เป็นแบบจ่าลองส่าหรับการเรียนรู้แบบจ่าลอง โดยน่าค่าความน่าจะเป็นในแต่ละคลาสมา 
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ค่านวนเพื่อหาอัตราการท่านายถูกเพื่อให้ค่าน้่าหนักแต่ละคลาสตาม Algorithm 2 แก่วิธีการ TPW 
และ APW น่ามาทดสอบประสิทธิภาพของแบบจ่าลอง ตาม Algorithm 3 ด้วยชุดข้อมูลส่าหรับ
ทดสอบแบบจ่าลอง  จากนั้นท่าการวิเคราะภาวะการเป็นโรคซึมเศร้าตาม Algorithm 4 จะได้ผลลัพธ์
ว่า zi มีภาวะซึมเศร้า และการนับจ่านวนการท่านายถูกและผิดของแต่บุคคลทั้ง 30 คน เพื่อน่ามา
ค่านวณหาค่า ความถูกต้อง ความแม่นย่า ความระลึก และค่าเฉลี่ยประสิทธิภาพโดยรวม 
ตารางที่ 20 ความถูกต้องและเวลาประมวลผลตัวจ าแนกประเภทแบบเด่ียวของกรอบการวิจัยที่ 1 

Features 
Accuracy Time (Minute) 

NB RF KNN NB RF KNN 

200 85.35 87.10 84.61 0.1 1.44 3.12 
300 86.11 87.29 87.29 0.13 2.34 4.26 
400 86.26 87.31 89.14 0.18 3.18 5.19 
500 86.33 87.88 89.5 0.24 4.2 6.09 
600 86.44 88.22 90.12 0.29 4.58 6.15 
700 86.55 88.21 90.32 0.34 5.07 6.32 
800 86.58 88.11 90.44 0.37 5.28 7.06 
900 86.32 87.98 91.24 0.38 8.27 7.38 
1000 86.77 87.92 90.35 0.4 7.27 8.1 
1100 86.74 88.32 90.78 0.51 7.35 8.28 
1200 86.54 88.45 90.78 0.55 8.02 9.18 
1300 86.77 88.3 90.79 1.01 8.03 10.05 
1400 86.52 88.25 90.93 1.09 12.38 10.52 
1500 86.58 88.49 91.09 1.18 15.32 11.32 
1600 86.56 88.09 91.2 1.25 14.51 12.25 
1700 86.64 87.63 91.24 2.03 17.19 14.28 
1800 86.36 88 91.24 1.4 19 14.38 
1900 86.51 88.29 91.24 1.45 18.51 14.33 
2000 86.01 87.88 91.03 1.58 22.37 14.42 
2100 86.16 88.14 91.23 2.06 23.37 19.02 
2200 86.1 87.76 91.2 2.11 24.34 17.22 
2300 85.88 87.46 91.22 2.17 25.54 19.01 
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Features 
Accuracy Time (Minute) 

NB RF KNN NB RF KNN 

2400 85.89 87.96 91.34 2.24 27.44 18.52 
2500 85.92 87.02 91.33 2.52 28.53 19.42 
2600 85.77 87.43 91.36 2.38 29.6 20.36 
2700 85.64 87.41 91.3 3.25 31.19 18.41 
2800 85.44 87.37 91.38 3.24 31.3 19.45 
2900 85.33 87.61 91.35 3.34 33.12 25.51 
3000 85.34 86.19 91.36 4.07 37.22 27.42 
4000 84.64 86.28 91.28 5.09 50.06 34.43 
6000 83.53 82.97 91.22 8.48 83.4 43.08 

2) การเรียนรู้แบบจ่าลอง 
ประสิทธิภาพแบบจ่าลองส่าหรับการเรียนรู้แบบจ่าลอง ด้วยจ่านวนคุณลักษณะ 1,300 

คุณลักษณะ 
ตารางที่ 21 ประสิทธิภาพแบบจ าลองส าหรับการเรียนรู้แบบจ าลองของกรอบการวิจัยที่ 1  

Class 
NB RF KNN 

Precision Recall Precision Recall Precision Recall 
Depressive 87.90 91.07 96.56 89.83 84.08 96.30 
Loss of interest 98.95 87.70 96.33 97.17 97.17 98.60 
Appetite 94.30 87.13 97.09 90.17 92.82 95.20 
Sleep 82.02 78.30 69.30 83.07 73.34 91.07 
Thinking 91.97 86.23 93.46 89.53 91.49 78.17 
Guilt 87.28 89.40 96.54 88.40 95.44 93.53 
Tired 66.21 91.70 75.47 88.60 94.28 85.77 
Movement 87.58 83.00 78.43 86.43 95.23 88.43 
Suicidal 91.21 83.67 96.46 83.67 95.94 89.77 
Normal 88.79 87.63 95.56 87.60 95.02 91.63 

Accuracy 86.77 88.30 90.79 
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จากตารางที่ 21 แสดงประสิทธิภาพแบบจ่าลองส่าหรับการเรียนรู้แบบจ่าลองด้วย
จ่านวนคุณลักษณะ 1,300 คุณลักษณะ พบว่าแบบจ่าลองที่สร้างจากตัวน่าแจก KNN มีความถูกต้อง
สูงสุดและให้ค่าความระลึกสูงที่สุดที่คลาส Loss of interest แบบจ่าลองที่สร้างจากแรนดอมฟอเรสต์ 
มีความแม่นย่าในการท่านายแต่ละคลาสได้ดี  โดยมีค่าความแม่นย่าสูงสุดในแต่ละคลาส ได้แก่ 
Depressive, Appetite, Thinking, Guilt, Suicidal และ Normal และแบบจ่าลองที่สร้างจากนาอีฟ
เบย์ มีความแม่นย่าในการท่านายคลาส Loss of interest สูงสุด เท่ากับ 98.95% วิธีการเพื่อนบ้านที่
ใกล้ที่สุดมีความถูกต้องมากที่สุดเท่ากับ 90.79% แรนดอมฟอเรสต์มีความถูกต้องเท่ากับ 88.30% 
และนาอีฟเบยม์ีความถูกต้องน้อยที่สุดเท่ากับ 86.77% 

3) การทดสอบแบบจ่าลอง 
ประสิทธิภาพการทดสอบแบบจ่าลองตัวจ่าแนกประเภทแบบเดี่ยว วิธีการเอ็นเซมเบิล

แบบไม่ก่าหนดค่าน้่าหนัก และแบบก่าหนดค่าน้่าหนัก  
ตารางที่ 22 ประสิทธิภาพการทดสอบแบบจ าลองของกรอบการวิจัยที ่1 

Models 
Precision Recall F1 

Accuracy 
Time 

Yes No Yes No Yes No (Minute) 
Single model 

NB 56.25 57.14 60.00 53.33 58.06 55.17 56.67 10:02 
RF 60.00 52.00 20.00 86.67 30.00 65.00 53.33 15:58 

KNN 47.37 45.45 60.00 33.33 52.94 38.46 46.67 60:46 
Ensemble model 
Unweighted 45.00 45.00 60.00 26.67 51.43 32.00 43.33 72:13 

TPW 61.11 66.67 73.33 53.33 66.67 59.26 63.33 - 
APW  63.16 72.73 80.00 53.33 70.59 61.54 66.67 - 

จากตารางที่ 22 แสดงประสิทธิภาพการทดสอบแบบจ่าลอง พบว่าแบบจ่าลองที่สร้าง
วิธีการเอ็นเซมเบิลแบบก่าหนดค่าน้่าหนักแบบ TPW และ APW มีความถูกต้องมากกว่า วิธีการเอ็น
เซมเบิลแบบไม่ก่าหนดค่าน้่าหนัก โดยวิธีการก่าหนดค่าน้่าหนักแบบ APW มีค่าความถูกต้องสูงสุด ที่ 
66.67% มีค่าความระลึกสูงสุดที่ 80.00% และค่าเฉลี่ยประสิทธิภาพโดยรวม 70.59% ในคลาสของ
บุคคลคนที่เป็นโรคซึมเศร้า แบบจ่าลองที่สร้างด้วยแรนดอมฟอเรสต์ให้ค่าความระลึกสูงสุดที่ 86.67% 
ในคลาสของบุคคลคนที่ไม่เป็นโรคซึมเศร้า โดยวิธีการเอ็นเซมเบิลแบบก่าหนดค่าน้่าหนักแบบ TPW 
และ APW ค่านวณจาก Algorithm 1- Algorithm 4 ที่ได้ค่าน้่าหนักมาจากตัวจ่าแนกประเภทแบบ
เดี่ยว จึงไม่แสดงเวลาในการประมวลผล 
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จากนั้นน่าผลลัพธ์ของการทดสอบแบบจ่าลองมาวิเคราะห์ความแตกต่างระหว่างวิธีการ
เอ็นเซมเบิลแบบก่าหนดค่าน้่าหนักและแบบไม่ก่าหนดค่าน้่าหนักด้วยวิธีการทางสถิติ Paired 
samples t-test เพื่อทดสอบสมมติฐานทางสถิติ วัดระดับความเชื่อมั่น และระดับนัยส่าคัญของ
ประสิทธิภาพในแต่ละวิธีการ ก่าหนดให้ H0 คือ ประสิทธิภาพของวิธีการเอ็นเซมเบิลแบบไม่
ก่าหนดค่า H1 คือ ประสิทธิภาพของวิธีการเอ็นเซมเบิลแบบก่าหนดค่า โดยวัดระดับความเชื่อมั่นที่ 
95% และระดับนัยส่าคัญที่ 0.05  
ตารางที่ 23 ผลการวิเคราะห์ Paired samples t-test  

Cl
as

s 

Methods Mean S.D. SEM 

95% confidence 
interval of this 

difference 
t 

Sig 
(2-tailed) 

Lower Upper 

Ye
s 

Unweighted 52.143 7.525 4.344 
-18.426 -11.360 18.140 0.0030 

TPW 67.037 6.118 3.532 
Unweighted 52.143 7.525 4.344 

-22.878 -13.336 35.926 0.0008 
APW 71.250 8.439 4.873 

No
 

Unweighted 34.557 9.429 5.444 
-32.820 -17.573 14.221 0.0049 

TPW 59.756 6.684 3.859 
Unweighted 34.557 9.429 5.444 

-31.593 24.3604 33.286 0.0009 
APW 62.533 9.738 5.622 

จากตารางที่ 23 แสดงเห็นว่าวิธีการเอ็นเซมเบิลแบบก่าหนดค่าน้่าหนัก มีประสิทธิภาพ
มากกว่าวิธีการแบบไม่ก่าหนดค่าน้่าหนักอย่างมีนัยส่าคัญที่ 0.05 ทั้งคลาสของบุคคลที่เป็นและไม่เป็น
โรคซึมเศร้า สะท้อนให้เห็นว่าวิธีการปรับปรุงค่าหนักที่ได้น่าเสนอมีผลลัพธ์ที่แตกต่างจากวิธีการแบบ
ไม่ก่าหนดค่าน้่าหนัก เหมาะสมส่าหรับน่าไปประยุกต์ใช้ต่อหรือเพื่อพัฒนาให้ดียิ่ง  

จากผลที่ได้ จึงน่าวิธีการเอ็นเซมเบิ้ลแบบก่าหนดค่าน้่าหนักไปทดสอบประสิทธิภาพกับ
ชุดข้อมูลใหม่ในตามกรอบงานวิจัยที่ 2  

4.1.2 ผลการวัดประสิทธิภาพการจ่าแนกโรคซึมเศร้าด้วยคุณลักษณะข้อมูลจากความคิดเห็น
ร่วมกับคุณลักษณะภาพ 

1) การหาจ่านวนคุณลักษณะที่เหมาะสมส่าหรับการเรียนรู้แบบจ่าลอง จ่านวน 96 
แบบจ่าลอง ประกอบด้วย แบบจ่าลองใช้จ่านวนคุณลักษณะ เริ่มจาก 200-1,700 คุณลักษณะ ด้วยตัว
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จ่าแนกประเภท ซัพพอร์ตเวกเตอร์แมชชีน ตัวแบบเชิงเส้นนัยทั่วไป นาอีฟเบย์ กราเดียนบูทติ้งทรี 
ต้นไม้ตัดสินใจ และขั้นตอนวิธีการเพื่อนบ้านใกล้ที่สุด 

 
ภาพที่ 13 กราฟแสดงค่าความถูกต้องตัวจ าแนกประเภทแบบเด่ียวของกรอบการวิจัยที่ 2 

 
ภาพที่ 14 กราฟแสดงเวลาประมวลผลตัวจ าแนกประเภทแบบเดี่ยวของกรอบการวิจัยที่ 2 

จากผลลัพธ์ภาพที่ 13 และ 14 พบว่า แบบจ่าลองที่สร้างด้วยจ่านวนคุณลักษณะ 900 
คุณลักษณะมีความถูกต้องที่ดีและใช้เวลาประมวลผลที่ เหมาะสมจาก 6 ตัวจ่าแนก ดังนั้นน่า
แบบจ่าลองนี้มาสร้างแบบจ่าลองการเรียนรู้ โดยแต่น่าค่าความน่าจะเป็นในแต่ละคลาสไปค่านวนเพื่อ
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หาอัตาราการท่านายถูกต้องเพื่อให้ค่าน้่าหนักแต่ละคลาสตาม Algorithm 2 แก่วิธีการ TPW และ 
APW น่ามาทดสอบประสิทธิของแบบจ่าลองด้วยชุดข้อมูลส่าหรับทดสอบแบบจ่าลองตาม Algorithm 
3 จากนั้นท่าการวิเคราะห์ภาวะการเป็นโรคซึมเศร้าตาม Algorithm 4 และการนับจ่านวนการท่านาย
ถูกและผิดของแต่บุคคลทั้ง 47 คน เพื่อน่ามาค่านวณหาค่า ความถูกต้อง ความแม่นย่า ความระลึก 
และค่าเฉลี่ยประสิทธิภาพโดยรวม 
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ตารางที่ 24 ความถูกต้องและเวลาประมวลผลตัวจ าแนกประเภทแบบเด่ียวของกรอบการวิจัยที่ 2 

Features 
NB SVM KNN DT GLMs GBT 

Acc Time(s) Acc Time(s) Acc Time(s) Acc Time(s) Acc Time(s) Acc Time(s) 
200 91.51 97 91.17 98 71.91 94 78.09 90 92.47 95 80.53 110 
300 92.72 96 92.32 99 72.02 97 77.57 89 92.66 91 80.53 135 
400 93.30 95 93.42 99 71.94 102 77.40 111 93.32 95 80.53 137 
500 92.83 98 93.66 104 72.17 115 77.26 102 93.79 104 80.53 167 
600 93.32 97 94.26 102 72.19 117 77.25 95 94.02 91 80.53 168 
700 92.83 99 94.38 107 72.08 119 77.25 105 94.08 108 80.53 165 
800 92.85 99 94.87 109 72.02 163 77.25 103 94.09 117 80.53 166 
900 93.68 91 95.75 111 72.17 174 77.25 104 94.26 100 80.53 161 
1000 92.89 101 95.68 115 72.04 176 77.25 104 94.34 118 80.53 161 
1100 92.49 100 96.08 112 72.08 184 77.25 98 94.57 176 80.53 175 
1200 91.85 97 96.36 113 72.00 199 77.23 105 94.70 118 80.53 176 
1300 91.11 102 96.40 111 71.98 199 77.13 103 94.57 162 80.53 173 
1400 91.05 104 96.55 102 71.77 207 77.13 105 94.62 115 80.53 172 
1500 92.43 96 96.94 107 71.85 205 77.13 114 94.58 108 80.53 185 
1600 93.49 95 96.81 115 71.91 212 77.13 101 94.55 107 80.53 168 
1700 97.34 96 96.85 114 72.02 205 77.13 100 94.51 103 80.53 183 



 

 

 
 

 
58 

2) การเรียนรู้แบบจ่าลอง 
ประสิทธิภาพแบบจ่าลองส่าหรับการเรียนรู้แบบจ่าลอง ด้วยจ่านวนคุณลักษณะ 900 

คุณลักษณะ 
ตารางที่ 25 ประสิทธิภาพแบบจ าลองส าหรับการเรียนรู้แบบจ าลองของกรอบการวิจัยที่ 2 

Classifiers 
Precision Recall F1 

Accuracy 
Yes No Yes No Yes No 

SVM 97.75 92.91 95.16 92.91 96.44 94.75 95.75 
GLMs 95.71 92.12 94.75 93.52 95.71 92.12 94.26 
NB 97.89 88.22 91.50 97.00 94.59 92.40 93.68 
GBT 86.51 72.84 80.19 80.95 83.23 76.68 80.49 
DT 74.00 93.97 98.00 47.52 94.33 63.12 78.00 
KNN 75.60 66.18 79.59 60.86 77.54 63.41 72.04 

จากตารางที่ 25 แสดงประสิทธิภาพแบบจ่าลองส่าหรับการเรียนรู้แบบจ่าลองด้วย
จ่านวนคุณลักษณะ 900 คุณลักษณะ พบว่าแบบจ่าลองที่สร้างจาก ซัพพอร์ตเวกเตอร์แมชชีน มี
ความถูกต้องสูงสุด มีค่าความแม่นย่าในการท่านายแต่ละคลาสที่ดี รองลงมา คือ ตัวแบบเชิงเส้นนัย
ทั่วไปและนาอีฟเบย์ ตามล่าดับ โดยแบบจ่าลองที่สร้างจากต้นไม้ตัดสินใจให้ค่าความระลึก สูงที่สุดที่
คลาสที่เป็นโรคซึมเศร้า จากประสิทธิภาพของแบบจ่าลอง จึงน่ามาประมวลผลตาม Algorithm 2 
เพื่อให้ค่าน้่าหนักในแต่ละวิธีการและน่าไปทดสอบประสิทธิภาพแบบจ่าลองด้วยชุดข้อมูลส่าหรับ
ทดสอบแบบจ่าลองตาม Algorithm 3 จากนั้นน่าคลาสที่ได้แต่บุคคลของชุดข้อมูลส่าหรับทดสอบ
แบบจ่าลองมาท่าการวิเคราะภาวะการเป็นโรคซึมเศร้าตาม Algorithm 4 จะได้ผลลัพธ์ว่า zi มีภาวะ
ซึมเศร้า และการนับจ่านวนการท่านายถูกและการท่านายผิดของแต่บุคคลทั้ง 47 คน เพื่อน่ามา
ค่านวณหาประสิทธิภาพแบบจ่าลอง 

3) การทดสอบแบบจ่าลอง 
ประสิทธิภาพการทดสอบแบบจ่าลองแบบเดี่ยว วิธีการเอ็นเซมเบิลแบบไม่ก่าหนดค่า

น้่าหนัก และวิธีการเอ็นเซมเบิลก่าหนดค่าน้่าหนัก  
ตารางที่ 26 ประสิทธิภาพการทดสอบแบบจ าลองของกรอบการวิจัยที่ 2  

Model 
Precision Recall F1 

Accuracy 
Time 

(Minute) Yes No Yes No Yes No 
Single model 
SVM 88.46 80.95 85.19 85.00 86.79 82.93 85.11 5.19 
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จากตารางที่ 26 แสดงประสิทธิภาพการทดสอบแบบจ่าลอง พบว่าแบบจ่าลองที่สร้าง 
ด้วยต้นไม้ตัดสินใจและกราเดียนบูทติ้งทรี มีประสิทธิภาพโดยรวมที่ดีขึ้นเมื่อเปรียบเทียบกับ
ประสิทธิภาพแบบจ่าลองส่าหรับการเรียนรู้แบบจ่าลองตามล่าดับ ซึ่งตรงกันข้ามกับประสิทธิภาพของ 
วิธีการตัวแบบเชิงเส้นนัยทั่วไป ที่ได้ประสิทธิภาพการทดสอบแบบจ่าลองลดลงมากหากเปรียบเทียบ
กับประสิทธิภาพแบบจ่าลองส่าหรับการเรียนรู้แบบจ่าลอง จากวิธีการเอ็นเซมเบิลแบบก่าหนดค่า
น้่าหนัก มีความถูกต้องมากกว่า วิธีการเอ็นเซมเบิลแบบ ไม่ก่าหนดค่าน้่าหนัก และแบบจ่าลองที่สร้าง
ด้วยตัวจ่าแนกประเภทแบบเดี่ยว โดยวิธีการก่าหนดค่าน้่าหนักด้วย 4-TPW และ 4-APW มีค่าความ
ถูกต้องสูงสุด ที่ 87.23% วิธีการ 4-APW ใช้เวลาประมวลน้อยกว่าวิธีการ 4-TPW และวิธีการ 5-APW 
มีค่าความระลึกสูงสุดที่ 92.57% คลาสของบุคคลคนที่เป็นโรคซึมเศร้า แบบจ่าลองที่สร้างด้วย        
นาอีฟเบย์ ให้ค่าความระลึกสูงสุดที่ 90.00% ในคลาสของบุคคลคนที่ไม่เป็นโรคซึมเศร้า แบบจ่าลองที่

GLMs 85.19 80.00 85.19 80.00 85.19 80.00 82.98 5.40 
NB 88.24 60.00 55.56 90.00 68.18 72.00 70.21 5.45 
GBT 88.46 80.95 85.19 85.00 86.79 82.93 85.11 5.32 
DT 88.46 80.95 85.19 85.00 86.79 82.93 85.11 4.18 
KNN 81.25 54.84 48.15 85.00 60.47 66.67 63.83 37.45 
Unweighted  ensemble 
3-ensemble 85.71 84.21 88.89 80.00 87.27 82.05 85.11 32.39 
4-ensemble 83.33 69.57 74.07 80.00 78.43 74.42 76.60 31.54 
5-ensemble 85.71 84.21 88.89 80.00 87.27 82.05 85.11 31.36 
6-ensemble 85.19 80.00 85.19 80.00 85.19 80.00 82.98 33.03 
Weighted ensemble 
3-TPW 85.71 84.21 88.89 80.00 87.27 82.05 85.11 32.43 
4-TPW 88.89 85.00 88.89 85.00 88.89 85.00 87.23 32.51 
5-TPW 85.71 84.21 88.89 80.00 87.27 82.05 85.11 33.04 
6-TPW 85.71 84.21 88.89 80.00 87.27 82.05 85.11 33.16 
3-APW 85.71 84.21 88.89 80.00 87.27 82.05 85.11 31.29 
4-APW  88.89 85.00 88.89 85.00 88.89 85.00 87.23 31.54 
5-APW  83.33 88.24 92.57 75.00 87.72 81.08 85.11 32.39 
6-APW 85.71 84.21 88.89 80.00 87.27 82.05 85.11 31.33 
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สร้างด้วยต้นไม้ตัดสินใจเป็นวิธีการที่ใช้เวลาประมวลน้อยที่สุด วิธีการเอ็นเซมเบิลแบบ  ไม่ก่าหนดค่า
น้่าหนัก 3-ensemble ใช้เวลาประมวลผลมากที่สุด 

จากผลการทดลองวิธีการเอ็นเซมเบิลแบบก่าหนดค่าน้่าหนัก 4-TPW และ 4-APW มี
ความถูกต้องมากที่สุด เป็นผลจากการสร้างการเรียนรู้แบบจ่าลองด้วยการเพิ่มคุณลักษณะจากการ
คัดเลือกจ่านวนคุณลักษณะที่เหมาะสม และการเลือกจ่านวนตัวจ่าแนกประเภทตามประสิทธิภาพการ
ท่านายคลาสค่าตอบที่ถูกต้อง ท่าให้การก่าหนดค่าน้่าหนักเหมาะส่าหรับตัวจ่าแนกประเภทจ่านวน 4 
ตัวจ่าแนก จึงท่าให้ได้ผลลัพธ์ที่ดีกว่าการใช้ตัวจ่าแนกประเภทอื่น โดยเฉพาะคลาสของบุคคลที่ไม่เป็น
โรคซึมเศร้า วิธีการแบบก่าหนดค่าน้่าหนักด้วยจ่านวน 4 ตัวจ่าแนก มีผลลัพธ์ที่ดีกว่าวิธีการก่าหนดค่า
น้่าหนักด้วยจ่านวนตัวจ่าแนกประเภทอื่น 

 
4.2 การอภิปรายผลการทดลอง  

4.2.1 การปรับปรุงค่าน้่าหนักที่เหมาะสมและการปรับปรุงวิธีการเหมืองข้อมูลโดยใช้วิธีการเอ็น
เซมเบิล 

จากผลการทดสอบประสิทธิภาพแบบจ่าลองโดยวิธีการเอ็นเซมเบิลแบบก่าหนดค่า
น้่าหนัก โดยวิธีการให้ค่าน้่าหนักจากอัตราการท่านายถูกของคลาสค่าตอบ และค่าเฉลี่ยความน่าจะ
เป็นของการเกิดคลาสค่าตอบ ท่าให้ผลลัพธ์ที่ดีกว่า วิธีการเอ็นเซมเบิลแบบไม่ก่าหนดค่าน้่าหนัก 
โดยเฉพาะการทดสอบกับชุดข้อมูลที่มีจ่านวนคลาสค่าตอบหลายคลาส เนื่องจากวิธีการให้ค่าน้่าหนัก
จากอัตราการท่านายถูกของคลาสค่าตอบจะท่านายค่าตอบจากค่าความน่าจะเป็นที่สูงที่สุด ดังนั้น
โอกาสที่จะท่านายถูกต้องจึงมีมากกว่าวิธีการแบบไม่ก่าหนดค่าน้่าหนัก ซึ่งใช้หลักการท่านายด้วย
วิธีการคะแนนเสียงข้างมาก และวิธีการก่าหนดค่าน้่าหนักจากค่าเฉลี่ยสูงสุดของแต่ละคลาสค่าตอบท่า
ให้การท่านายมีความเป็นเสียรภาพมากกว่าวิธีการแบบไม่ก่าหนดค่าน้่าหนัก เห็นได้ชัดว่าวิธีการ
ก่าหนดค่าน้่าหนักทั้งสองวิธีการ ช่วยเพิ่มโอกาสการท่านายที่มีการท่านายผิดพลาดจากแบบจ่าลอง
แบบเดี่ยวและแบบจ่าลองแบบไม่ก่าหนดค่า เพราะท่าให้การท่านายคลาสค่าตอบใหม่มีโอกาสท่านาย
ถูกต้องเพิ่มขึ้น และท่าให้แบบจ่าลองมีประสิทธิภาพเพิ่มมากขึ้นอย่างมีนัยส่าคัญ  จึงเหมาะส่าหรับ
น่าไปปรับปรุงการสร้างแบบจ่าลองเพื่อช่วยเพิ่มประสิทธิภาพแบบจ่าลอง โดยวิธีการที่ได้น่าเสนอนี้ 
พบว่าอัตราการเกิดข้อมูลเกินจ่านวนมาก (Overfitting) ค่อนข้างสูง แม้ว่าการให้ค่าน้่าหนักจาก
แบบจ่าลองการเรียนมีประสิทธิภาพที่ดี แต่ผลการวัดประสิทธิภาพการทดสอบแบบจ่าลองจากตาราง
ที่ 22 พบว่าวิธีการอัตราการท่านายถูกของคลาสค่าตอบและวิธีการค่าเฉลี่ยความน่าจะเป็นของการ
เกิดคลาสค่าตอบ มีค่าความระลึกของคลาสบุคคลปกติและคนที่เป็นโรคซึมเศร้ามีความแตกต่างกัน 
เนื่องด้วยจ่านวนการโพสต์ต่อวันมีผลต่อการท่านายอาการของโรคซึมเศร้า จึงท่าให้การท่านายอาจ
ผิดพลาดหากมีการโพสต์จ่านวนหลายครั้งต่อวัน โดยเฉพาะบุคคลที่ไม่เป็นโรคซึมเศร้าที่มีการแสดง
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ความเสียใจเหตุการ์ที่เกิดขึ้นจาก ข่าวสาร กิจกรรม เหตุการณ์ส่าคัญ ที่ท่าให้เกิดความเศร้า เสียใจ หด
หู่ วิตกกังวล เหนื่อย เพลีย จากสิ่งรอบข้าง จะส่งผลกระทบต่อการแบบจ่าลอง เช่น  ข้อความที่แสดง
ความเสียใจจากเหตุการณ์ท่าร้ายและยิงนักเรียน ถูกโพสต์มาเป็นจ่านวนหนึ่งและต่อเนื่อง ได้แก่ “We 
are lost. Our children are seeing yet another school shooting”, “ How to reduce mass 
shooting deaths? Experts rank gun laws”, “Another school shooting last Thursday w/3 
dead and I’m only now hearing about it” , “  Watching yet another school shooting, 
big loss, condolences to their families” ในกรณีดังกล่าวให้คลาสเป็นโรคซึมเศร้า เนื่องจากแฮช
แท็กส่วนใหญ่เป็นความรู้สึกที่รู้สึกเศร้าหมอง หดหู่ใจ รู้สึกไม่ดี ซึ่งอาจจะแก้ไขได้ด้วยการตรวจสอบ
สถานะการณ์ของการโพสต์ว่าเป็นการแชร์ การรีทวีต จากข่าว และอาจกรองหรือลบการโพสต์นั้น
ออก แต่อาจจะท่าให้การเกิดการขาดหายของระยะเวลาตามมาตรฐานของ DSM-5 criteria 

4.2.2 การวัดประสิทธิภาพการจ่าแนกโรคซึมเศร้าด้วยคุณลักษณะข้อมูลจากความคิดเห็น
ร่วมกับคุณลักษณะภาพ 

ในการทดลองนี้ได้เก็บรวบรวมข้อมูลที่ประกอบด้วยคุณลักษณะข้อมูลจากความคิดเห็น
ร่วมกับคุณลักษณะภาพ เนื่องด้วยแต่ละบุคคลมีความชอบการโพสต์เพื่อแสดงความรู้สึกที่แตกต่างกัน 
ผู้ใช้งานโซเชียลมีเดียบางคนชอบโพสต์รูปภาพ บางผู้ใช้งานชอบโพสต์ข้อความ หรือในบางระยะเวลา
ผู้ใช้งานอาจจะชอบโพสต์เฉพาะข้อความและอาจจะชอบโพสต์รูปภาพในบางวัน จะท่าให้ได้ข้อมูลการ
โพสต์เป็นไปตามระยะเวลาที่ได้ก่าหนดไว้ตามมาตรฐานของ DSM-5 criteria การทดลองนี้ท่าให้
ทราบว่าการคัดเลือกเฉพาะข้อความมาวิเคราะห์โรคซึมเศร้า โดยตัดการโพสต์ประเภทอื่นๆ เช่น ภาพ 
อาจท่าให้อาการของโรคซึมเศร้าขาดหายไปจากระยะเวลาที่ได้ก่าหนดไว้ตามมาตรฐาน ซึ่งจะท่าให้
การประเมินผลการเป็นโรคซึมเศร้ามีความผิดพลาดหรือไม่  พบว่า การน่าข้อมูลที่ประกอบ
ประกอบด้วยคุณลักษณะข้อมูลจากความคิดเห็นร่วมกับคุณลักษณะภาพ ซึ่งจะมีผลต่อการวิเคราะห์
ภาวะการเป็นโรคซึมเศร้า หากน่าเฉพาะข้อความจากการโพสต์เหมือนกับการทดลองของกรอบการ
วิจัยที่ 1 ไปพิจารณาเพื่อจ่าแนกอาการของโรคซึมเศร้าเพียงอย่างเดียว อาจท่าให้ไม่สามารถวิเคราะห์
ได้ว่าบุคคลนั้น มีภาวะของโรคซึมเศร้าหรือไม่ เนื่องจากข้อความที่น่ามาพิจารณามีระยะเวลาไม่
เป็นไปตามมาตรฐานของ DSM-5 criteria ซึ่งไม่ได้หมายความว่าบุคคลนั้นไม่มีภาวะของโรคซึมเศร้า
เพราะคะแนนการประเมินไม่เป็นไปตามก่าหนด แต่เพราะระยะเวลาของบุคคลนั้ นไม่เป็นไปตาม
มาตรฐานของ DSM-5 แต่หากน่าคุณลักษณะภาพมาพิจารณาร่วมกับคุณลักษณะจากความคิดเห็นที่
เป็นข้อความ จะสามารถเพิ่มระยะเวลาตามที่ได้ก่าหนดไว้ จะท่าให้สามารถน่าข้อมูลมาจ่าแนกและ
วิเคราะห์โรคซึมเศร้าได้ดียิ่งขึ้น  
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ภาพที่ 15 ตัวอย่างระยะเวลาการวิเคราะห์ภาวะโรคซึมเศร้าด้วยคุณลักษณะข้อมูลจากความคิดเห็น

ร่วมกับคุณลักษณะภาพ 

จากภาพที่ 15 แสดงตัวอย่างระยะเวลาการวิเคราะห์ภาวะโรคซึมเศร้าด้วยคุณลักษณะ
ข้อมูลจากความคิดเห็นร่วมกับคุณลักษณะภาพ หากน่าเฉพาะคุณลักษณะจากข้อความที่มีการโพสต์
ตั้งแต่วันที่  1 ถึง 7 จะท่าให้ ระยะเวลาไม่ เป็นไปตามมาตรฐานของ DSM-5 criteria หากน่า
คุณลักษณะภาพที่มีการโพสต์ตั้งแต่วันที่ 8 ถึง 14 มาท่าการวิเคราะห์ร่วมกับคุณลักษณะจากข้อความ
จะท่าให้ระยะเวลาของบุคคลตัวอย่างเป็นไปตามมาตรฐานของ DSM-5 criteria และจะสามารถน่ามา
ประเมินภาวะโรคซึมเศร้าได ้

การทดลองท่าให้ทราบว่าวิธีการปรับปรุงค่าน้่าหนักที่เหมาะสมและปรับปรุงวิธีการ
เหมืองข้อมูลโดยวิธีการเอ็นเซมเบิลด้วยวิธีการอัตราการท่านายถูกของคลาสค่าตอบและวิธีการ
ค่าเฉลี่ยความน่าจะเป็นของการเกิดคลาสค่าตอบ ที่ได้น่าเสนอจะสามารถท่างานได้ดีกับข้อมูลจาก
ภาพและข้อความหรือไม่ จากผลการทดลอง พบว่า วิธีการก่าหนดค่าน้่าหนักทั้งสองวิธีการด้วยวิธีการ
ให้ค่าน้่าหนักจากอัตราการท่านายถูกของคลาสค่าตอบ ค่าเฉลี่ยความน่าจะเป็นของการเกิดคลาส
ค่าตอบ ให้ประสิทธิภาพที่ดีกว่าวิธีการแบบไม่ก่าหนดค่าน้่าหนัก และแบบจ่าลองด้วยตัวจ่าแนกแบบ
เดี่ยว มีการคัดเลือกชุดข้อมูลส่าหรับการเรียนรู้แบบจ่าลองที่ดี  เห็นได้อย่างชัดเจนว่าวิธีการเอ็นเซม
เบิลแบบก่าหนดค่าน้่าหนักสามารถแก้ไขปัญหาการวิธีการแบบไม่ก่าหนดค่าน้่าหนักของแบบจ่าลองที่
ใช้ตัวจ่าแนกประเภทจ่านวนคู่ มีความแม่นย่าทั้งคลาสคนที่เป็นโรคซึมเศร้าและไม่เป็นโรคซึมเศร้า 
และมีเสถียรภาพทั้งสองวิธีการ แต่ใช้เวลาในการประมวลไม่ต่างจากวิธีการแบบไม่ก่าหนดค่าน้่าหนัก  
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ข้อดีของการทดลองนี้ ในกรณีที่ข้อความถูกขั้นตอนการเตรียมข้อมูลลบหรือตัดออก  
จนเป็นข้อมูลว่าง ยังมีข้อมูลคุณลักษณะภาพเหลือและสามารถน่าไปท่านายได้ จึงไม่ท่าให้ข้อมูลบาง
ช่วงเวลาขาดหายไป และสามารถน่ามาประเมินภาวะโรคซึมเศร้าได ้ 

บุคคลที่ไม่เป็นโรคซึมเศร้าที่มีผลการท่านายผิดนั้น พบว่า มีการโพสต์ภาพจ่านวนหลาย
ภาพต่อวันที่เกี่ยวกับกิจกรรมการแสดง เช่น การถ่ายภาพ หนังสือ การเดินแบบ การแสดงในสถานที่
มืดหรือมีแสงค่อนข้างน้อย ภาพถ่ายที่มาจากการร่วมประท้วง ซึ่งภาพส่วนใหญ่เป็นภาพโทนสีเทา ด่า 
และสีน้่าเงิน ดังภาพที่ 16 ซึ่งเป็นสีที่ใช้ส่าหรับการเรียนรู้แบบจ่าลองของบุคคลที่เป็นโรคซึมเศร้า จึง
ท่าให้ผลการท่านายผิด ส่วนบุคคลที่เป็นโรคซึมเศร้าที่มีผลการท่านายผิด เนื่องจากข้อมูลการโพสต์มี
เพียงข้อความหรือรูปภาพเพียงอย่างใดอย่างหนึ่งหรือมีข้อมูลไม่เพียงพอต่อการน่ามาวิเคราะห์ โรค
ซึมเศร้า ดังภาพที่ 17 

ภาพที่ 16 ตัวอย่างการโพสตท์ี่มีเพียงข้อความหรือรูปภาพเพียงอย่างใดอย่างหน่ึง 
 

 
ภาพที่ 17 ตัวอย่างการโพสตท์ี่มีเพียงข้อความหรือรูปภาพเพียงอย่างใดอย่างหน่ึง 

 งานวิจัยนี้ได้ท่าการทดสอบวิธีการต่างๆ ในกระบวนการสกัดคุณลักษณะเพื่อให้ค่าน้่าหนักแก่
คุ ณ ลั กษ ณ ะด้ วย วิ ธี ก าร  Binary term occurrence, Term frequency inverse document 
frequency (TF-IDF), Term frequency แ ล ะ  Term occurrence จ าก นั้ น ท่ าก าร คั ด เลื อ ก
คุณ ลั กษณ ะด้ วยวิธีการ Information gain ล่ าดับตาม Top-k พบว่า วิ ธีการ Binary term 
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occurrence มีประสิทธิภาพที่ดีที่สุด แม้ลดจ่านวนคุณลักษณะลงแต่ยังให้ผลลัพธ์ที่ดีกว่าวิธีการอื่น 
จึงได้น่าวิธีการดังกล่าวมาใช้ในการสร้างแบบจ่าลองการปรับปรุงค่าน้่าหนักที่เหมาะสมและปรับปรุง
วิธีการเหมืองข้อมูลโดยวิธีการเอ็นเซมเบิล จ่านวน 93 แบบจ่าลองจากตารางที่ 20 พบว่าแบบจ่าลอง
ที่สร้างจากคุณลักษณะ จ่านวน 1,300 คุณลักษณะ ให้ประสิทธิภาพที่ดีและใช้เวลาประมวลผลไม่มาก 
และการวัดประสิทธิภาพการจ่าแนกโรคซึมเศร้าด้วยคุณลักษณะข้อมูลจากความคิดเห็นร่วมกับ
คุณลักษณะภาพ จ่านวน 96 แบบจ่าลองจากตารางที่  24 ได้จ่านวน 900 คุณลักษณะ ให้
ประสิทธิภาพที่ดีและใช้เวลาประมวลผลไม่มาก จึงน่าผลของแบบจ่าลองมาให้ค่าน้่าหนักแก่วิธีการ
อัตราการท่านายถูกของคลาสค่าตอบและวิธีการค่าเฉลี่ยความน่าจะเป็นของการเกิดคลาสค่าตอบ 

จากผลการทดลอง การปรับปรุงค่าน้่าหนักที่เหมาะสมเพื่อการปรับปรุงวิธีการเหมือง
ข้อมูล โดยใช้วิธีการเอ็นเซมเบิล ใช้คุณลักษณะจ่านวน 1,300 คุณลักษณะ ซึ่งใช้คุณลักษณะน้อยกว่า
การทดลองของ Doenribram et al. (2019) ชุดข้อมูลแบบไบนารีคลาส ที่ใช้คุณลักษณะ 2,000 
4,000 6,000 และใช้ทั้งหมด (24,000) เมื่อเปรียบเทียบผลลัพธ์ของชุดข้อมูลส่าหรับทดสอบ
ประสิทธิภาพแบบจ่าลอง พบว่าวิธีการที่น่าเสนอได้ค่าความระลึกที่ดีกว่า โดยวิธีการก่าหนดค่า
น้่าหนักด้วยวิธีการค่าเฉลี่ยความน่าจะเป็นของการเกิดคลาสค่าตอบได้ผลลัพธ์มากกว่า 20.00% และ
วิธีการอัตราการท่านายถูกของคลาสค่าตอบได้ผลลัพธ์มากกว่า การทดลองของ 13.33% ในคลาสคน
ที่เป็นโรคซึมเศร้า ซึ่งการทดลองส่าหรับการเรียนรู้งานวิจัยน้ีเปน็แบบหลายคลาส แต่ได้ผลลัพธข์องชุด
ข้อมูลส่าหรับทดสอบประสิทธิภาพสูงสุดไม่ต่างแตกกัน และการคัดเลือกจ่านวนคุณลักษณะที่
เหมาะสมท่าให้ใช้เวลาประมวลที่น้อย จุดด้อยของการทดลองนี้ ชุดข้อมูลส่าหรับเรียนรู้แบบจ่าลองใน
คลาสอาการบุคคลปกติมีจ่านวนอัตราส่วนที่น้อยกว่าอาการของโรคซึมเศร้า แม้ว่าแต่ละคลาสจะมี
จ่านวนเท่ากัน การน่าชุดข้อมูลที่เป็นอาการของโรคซึมเศร้า 9 อาการ ท่าให้คุณลักษณะที่ส่าคัญของ
คนอาการปกติน้อยเกินไป การเรียนรู้ชุดค่าส่าคัญได้น้อยกว่าอาการคนที่เป็นโรคซึมเศร้า เห็นได้จาก 
ค่าความระลึกของวิธีการเอ็นเซมเบิลแบบก่าหนดน้่าหนักวิธีการอัตราการท่านายถูกของคลาสค่าตอบ
และวิธีการค่าเฉลี่ยความน่าจะเป็นของการเกิดคลาสค่าตอบได้มากกว่าการทดลองของ Doenribram 
et al. (2019) ค่อนข้างมากในคลาสบุคคลที่เป็นโรคซึมเศร้า แต่คลาสบุคคลที่ไม่เป็นโรคซึมเศร้าได้
ผลลัพธ์น้อยกว่า เพราะจ่านวนข้อมูลของคลาสส่าหรับการเรียนรู้ของบุคคลที่ไม่เป็นโรคซึมเศร้ามี
จ่านวนน้อยกว่าบุคคลที่เป็นโรคซึมเศร้าจ่านวนมาก ท่าให้เกิดความไม่สมดุลของข้อมูลขึ้นและในบาง
แถวข้อความได้ถูกลบทิ้งไปท่าให้เกิดข้อผิดพลาดในการท่านาย 

จากผลการทดลอง การวัดประสิทธิภาพการจ่าแนกโรคซึมเศร้าด้วยคุณลักษณะข้อมูล
จากความคิดเห็นร่วมกับคุณลักษณะภาพด้วยวิธีการวิธีการอัตราการท่านายถูกของคลาสค่าตอบและ
วิธีการค่าเฉลี่ยความน่าจะเป็นของการเกิดคลาสค่าตอบ โดยใช้จ่านวนตัวจ่าแนกประเภทที่แตกต่าง
กัน และการคัดเลือกจ่านวนคุณลักษณะ จ่านวน 900 คุณลักษณะ ท่าให้ได้แบบจ่าลองการเรียนรู้ที่ดี 
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การให้ค่าน้่าหนักที่ท่าให้เพิ่มประสิทธิภาพการท่านาย ใช้เวลาการประมวลน้อยและได้ผลลัพธ์ที่ดี การ
ใช้คุณลักษณะภาพร่วมกับข้อความ แม้อาจจะมีการท่าความสะอาดข้อความออกไปทั้งหมด แต่
คุณลักษณะภาพยังคงอยู่ ท่าให้ยังสามารถท่านายค่าตอบสุดท้ายได้ จึงไม่ท่าให้อาการของโรคซึมเศร้า
ขาดหายไปจากระยะเวลาตามข้อก่าหนดของมาตราฐานของ DSM-5 criteria  



 

 

 

บทที่ 5 
สรุปผลการวิจัย 

 
การวิจัยเรื่อง “การปรับปรุงวิธีการการพยากรณ์โรคซึมเศร้าในวัยรุ่น” ประกอบด้วย 2 ส่วน คือ 

1) การปรับปรุงค่าน้่าหนักที่เหมาะสมและปรับปรุงวิธีการเหมืองข้อมูลโดยวิธีการเอ็นเซมเบิล และ 2) 
การวัดประสิทธิภาพการจ่าแนกด้วยคุณลักษณะข้อมูลจากความคิดเห็นร่วมกับคุณลักษณะภาพ 
ผลการวิจัยสามารถสรุปผลและอภิปรายผล และข้อเสนอแนะ ดังนี้ 
 
5.1 สรุปผลและอภิปราย  

การวิจัยน้ีได้เสนอวิธีการปรับปรุงค่าน้่าหนักที่เหมาะสมและปรับปรุงวิธีการเหมืองข้อมูลโดย
วิธีการเอ็นเซมเบิล และการเพิ่มคุณลักษณะภาพสามารถการจ่าแนกโรคซึมเศร้า ด้วยวิธีการให้ค่า
น้่าหนักจากอัตราการท่านายถูกของคลาสค่าตอบ (True positive weighted ensemble) ค่าเฉลี่ย
ความน่าจะเป็นของการเกิดคลาสค่าตอบ (Average probability weighted ensemble) โดยใช้
ข้อมูลจาก Twitter และ Instagram การให้ค่าน้่าหนักแก่คุณลักษณะด้วยวิธีการ Binary term 
occurrence และคัด เลือกคุณลักษณะด้วยวิธีการ Information gain ตาม Top-k ท่ าให้ ได้
คุณลักษณะที่เหมาะสมในการสร้างแบบจ่าลองการเรียนรู้ที่มีประสิทธิภาพสามารถ ช่วยลดเวลาการ
ประมวลผลได้ กรอบการวิจัยที่ 1ใช้ คุณลักษณะที่เหมาะสมจากกรอบการวิจัยที่ 1 จ่านวน 1,300 
คุณลักษณะสร้างแบบจ่าลองส่าหรับการเรียนรู้ พบว่าประสิทธิภาพเอ็นเซมเบิลแบบก่าหนดค่าน้่าหนัก
มีความถูกต้องมากกว่าแบบไม่ก่าหนดค่าน้่าหนักทั้งสองวิธีการและมีเสถียรภาพมากกว่า โดยวิธีการ
วิธีการค่าเฉลี่ยความน่าจะเป็นของการเกิดคลาสค่าตอบ มีค่าความถูกต้อง 66.67% มีค่าความระลึก
สูงสุดที่ 80.00% และค่าเฉลี่ยประสิทธิภาพโดยรวม 70.59% แม้ว่า แรนดอมฟอเรสต์  ให้ค่าความ
ระลึกสูงสุดที่ 86.67% ในคลาสของบุคคลคนที่ไม่เป็นโรคซึมเศร้า แต่ในคลาสของบุคคลที่เป็นโรค
ซึมเศร้าได้ผลลัพธ์ที่ ต่่ ามาก พบว่า การให้ค่าน้่ าหนักคุณลักษณะด้วยวิธีการ Binary term 
occurrence สามารถท่างานได้ดี วิธีการเอ็นเซมเบิลแบบก่าหนดค่าน้่าหนักมีประสิทธิภาพมากกว่า
วิธีการแบบไม่ก่าหนดค่าน้่าหนักอย่างมีนัยส่าคัญที่ 0.05 ทั้งคลาสของบุคคลที่เป็นและไม่เป็นโรค
ซึมเศร้า โดยวิธีการวิธีการค่าเฉลี่ยความน่าจะเป็นของการเกิดคลาสค่าตอบมีค่าความระลึกมากกว่า
การทดลองของ Doenribram et al. (2019) 20.00% และวิธีการวิธีการอัตราการท่านายถูกของ
คลาสค่าตอบมีค่าความระลึกมากกว่า 13.33% ในคลาสของคนที่เป็นโรคซึมเศร้า แต่ใช้คุณลักษณะ
จ่านวนน้อยกว่า 
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การวัดประสิทธิภาพการจ่าแนกด้วยคุณลักษณะข้อมูลจากความคิดเห็นร่วมกับคุณลักษณะ
ภาพให้ประสิทธิภาพแบบก่าหนดค่าน้่าหนัก ด้วยวิธีการอัตราการท่านายถูกของคลาสค่าตอบและ
วิธีการค่าเฉลี่ยความน่าจะเป็นของการเกิดคลาสค่าตอบได้ประสิทธิภาพที่ดีกว่าแบบไม่ก่าหนดค่า
น้่าหนักและแบบจ่าลองด้วยตัวจ่าแนกแบบเดี่ยว ในการทดลองนี้ ใช้คุณลักษณะที่เหมาะสมจากกรอบ
การวิจัยที่ 2 จ่านวน 900 คุณลักษณะสร้างแบบจ่าลองส่าหรับการเรียนรู้ โดยวิธีการอัตราการท่านาย
ถูกของคลาสค่าตอบและวิธีการค่าเฉลี่ยความน่าจะเป็นของการเกิดคลาสค่าตอบมีค่าความถูกต้องมาก
ที่สุด 87.23% ซึ่งมากกว่าวิธีการเอ็นเซมเบิลแบบไม่ก่าหนดค่าน้่าหนัก แต่ใช้ตัวจ่าแนกประเภท
จ่านวนเท่ากัน พบว่าบุคคลที่ไม่เป็นโรคซึมเศร้าแต่ผลการท่านายผิด เขาได้โพสต์ภาพที่เกี่ยวกับ
กิจกรรมการท่างานในการถ่ายภาพที่มีโทนสีเทา น้่าเงิน และด่า ท่าให้ผลการท่านายผิด 

การปรับปรุงค่าน้่าหนักเพื่อปรับปรุงวิธีการเหมืองข้อมูลโดยวิธีการเอ็นเซมเบิล สามารถจ่าแนก
โรคซึมเศร้าได้อย่างมีประสิทธิภาพ ช่วยแก้ไขปัญหาของวิธีการเอ็นเซมเบิลแบบไม่ก่าหนดค่าน้่าหนัก
ได้ทั้งข้อมูลที่มีคลาสค่าตอบแบบหลายคลาสและไบนารีคลาส เนื่องจากวิธีการก่าหนดค่าน้่าหนักช่วย
เพิ่มโอกาสการท่านายที่มีการท่านายผิดพลาดเพราะท่าให้การท่านายคลาสค่าตอบใหม่ที่ได้จากการ
ค่านวณด้วยวิธีการเอ็นเซมเบิลแบบก่าหนดค่าน้่าหนักมีโอกาสที่จะท่านายถูกต้องเพิ่มขึ้น ลดปัญหาที่
เกิดขึ้นหากจ่านวนตัวจ่าแนกประเภทเป็นจ่านวนคู่ รวมทั้งช่วยแก้ไขปัญหาการเลือกตัวจ่าแนก
ประเภทที่เหมาะสมกับชุดข้อมูลทดลองได้ การเพิ่มคุณลักษณะภาพท่าให้เพิ่มประสิทธิภาพการ
ท่านาย เนื่องการค่านวณความน่าจะเป็นให้แต่ละคลาสค่าตอบจะพิจารณาจากค่าน้่าหนักของ
คุณลักษณะ อาจมีค่าบางค่าที่มีค่าน้่าหนักใกล้เคียงกันมากแล้วท่าให้ผลการท่านายคลาสอยู่คนละ
คลาส อาจจะท่าให้ท่านายผิดได ้เช่น   destructive กับ beauty มีค่าน้่าหนักต่างกนั 0.0001 เป็นค่า
ที่มีค่าน้่าหนักใกล้เคียงกันมากแต่เป็นค่าที่อยู่ในคลาสที่ตรงข้ามกัน เมื่อมีคุณลักษณะภาพท่าให้การ
พิจารณาค่าน้่าหนักของแถวข้อมูลนั้นเปลี่ยนแล้วท่าให้การค่านวณค่าความน่าจะเป็นของแต่ละคลาส
แตกต่างกันได้ และในกรณีที่ข้อความในแถวถูกลบออกไปหมด แต่คุณลักษณะภาพยังคงอยู่ จึง
สามารถน่าไปพิจารณาเพื่อค่านวณค่าความน่าจะเป็นของคลาสนั้นได้ ช่วยลดการท่านายผิด จากการ
ไม่มีเหลือข้อมูลในแถวนั้น จึงท่าให้ประสิทธิภาพการทดลองที่ใช้คุณลักษณะข้อมูลจากความคิดเห็น
ร่วมกับคุณลักษณะภาพได้ผลลัพธ์ที่ดีกว่าการใช้คุณลักษณะจากข้อความเพียงอย่างเดียว และช่วยให้
การจ่าแนกโรคซึมเศร้าครอบคลุมมากยิ่งขึ้น 

การคัดเลือกเฉพาะการโพสต์ข้อความมาวิเคราะห์อาการโรคซึมเศร้า โดยตัดการโพสต์ประเภท
อื่นออกไป อาจท่าให้อาการของโรคซึมเศร้าขาดหายไปจากระยะเวลาที่ได้ก่าหนดไว้ตามมาตราฐาน
ของ DSM-5 criteria ซึ่งอาจจะท่าให้การประเมินผลโรคซึมเศร้ามีความผิดพลาดหรือไม่  พบว่า ผล
การทดลองกรอบการวิจัยที่ 1 ที่ใช้เฉพาะข้อความการโพสต์แสดงความคิดเห็นทั้ง ส่าหรับการเรียนรู้
แบบจ่าลอง และส่าหรับทดสอบแบบจ่าลอง มีหลายแถวที่มีการท่าความสะอาดข้อความออกไปหมด 
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ท่าให้แถวนั้นเป็นข้อมูลว่าง ซึ่งท่าให้ประสิทธิภาพลดลง และท่าให้การประเมินผลการเป็นโรคซึมเศร้า
ผิดพลาด ซึ่งแตกต่างจากผลการทดลองกรอบการวิจัยที่ 2 ที่ใช้ชุดข้อมูลที่ประกอบด้วยคุณลักษณะ
ข้อความจากความคิดเห็นร่วมกับคุณลักษณะภาพ ได้ผลการประเมินการเป็นโรคซึมเศร้าที่มี
ประสิทธิภาพที่ดี 
 

5.2 ข้อเสนอแนะ  
1. การปรับค่าพารามิ เตอร์ (Parameter) ของแต่ละแบบจ่าลองอาจจะมีผลกระทบต่อ

ประสิทธิภาพของแบบจ่าลอง และหากมีการปรับปรุงการก่าหนดค่าพารามิเตอร์ที่เหมาะสมอาจจะ
ช่วยเพิ่มประสิทธิภาพให้แบบจ่าลองได ้

2. ควรมีการวิเคราะห์เพิ่มเติมในกรณีการโพสต์เชิงบวกและการโพสต์เชิงลบในแถวข้อมูล
เดียวกันหรือในโพสต์เดียวกัน เพราะเมื่อน่ามาประมวลผลแล้วอาจจะมีการหักล้างกัน อาจจะท่าให้
ไดผ้ลการท่านายที่ผิดหรืออาจท่านายผลไม่ได้  

3. เนื่องจากข้อมูลส่าหรับน่ามาทดสอบประสิทธิภาพแบบจ่าลองมีข้อจ่ากัดในการคัดเลือก
จ่านวนข้อมูลและช่วงเวลาในการโพสต์แสดงความคิดเห็น ส่งผลกระทบโดยตรงต่อการวิเคราะห์และ
ประเมินภาวะการเป็นโรคซึมเศร้า อาจจะท่าให้คะแนนประเมินมีคะแนนหลายคะแนน ซึ่งโปรแกรมที่
ใช้ในการค่านวณและประเมินโรคซึมเศร้าในงานวิจัยก่าหนดให้เลือกคะแนนที่สูงที่สุดมาประเมินว่ามี
ภาวะของโรคซึมเศร้าหรือไม่ อาจจะท่าให้ผลการประเมินให้บุคคลนั้นเป็นโรคซึมเศร้า เนื่องจากเป็น
โปรแกรมจะเลือกคะแนนที่มากที่สุด ถือเป็นข้อก่าจัดของงานวิจัยนี้ อาจท่าให้คะแนนการประเมินสูง 
เช่น ข้อมูลของ user01 มีระยะเวลาที่เป็นไปตามระยะเวลาตามข้อก่าหนดของมาตราฐานของ DSM-
5 criteria ในปี ค.ศ. 2021 จ่านวน 5 ครั้ง เมื่อน่าข้อมูลมาท่าตามกระบวนการของงานวิจัยนี้ พบว่า 
user01 มีคะแนนประเมิน 11, 9, 10, 13 และ 14 คะแนน โดยคะแนน 13 และ 14 จะอยู่ในเกณฑ์
เป็นโรคซึมเศร้า แต่คะแนน 11, 9 และ 10 ไม่เป็นโรคซึมเศร้า แต่โปรแกรมจะประเมินว่า user01 
เป็นโรคซึมเศร้าเพราะถูกก่าหนดให้เลือกคะแนนที่สูงที่สุดมาท่าการประเมิน จากปัญหาและ
ข้อบกพร่องที่พบ หากเพิ่มวิธีการการคัดเลือกจ่านวนข้อมูลส่าหรับมาทดสอบที่เหมาะสมอาจช่วยลด
ความผิดพลาดในการวิเคราะห์ผลได้หรือควรมีวิธีการเลือกช่วงระยะเวลาที่การประเมินโรคซึมเศร้า 
และเป็นไปตามมาตราฐานของ DSM-5 criteria  
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