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ABSTRACT 
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DEGREE Doctor of Philosophy MAJOR Information Technology 
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ABSTRACT 

  
This dissertation aims to develop an automatic vehicle detection and classification 

system that leverages advanced deep learning architectures. The system comprises three parts. 
The first part employs advanced convolutional neural networks (CNN) to classify images of five 
vehicle types in Thailand. By comparing nine different CNN models with data augmentation, we 
found that MobileNets is the best method in terms of accuracy, speed, and size. The second part 
uses ensemble methods to combine multiple CNN models to recognize vehicle type and make 
(logo) using a "partial training set" technique. This approach improves accuracy and reduces 
overall runtime. In the third part, we propose a hybrid structure of a generative adversarial 
network (GAN) and a CNN for object detection using YOLO technique to recognize Thai license 
plates. By testing different GAN architectures and YOLO networks, we found that the hybrid of 
ESRGAN-YOLOv7 outperformed other combinations in terms of accuracy. Overall, this 
dissertation provides a comprehensive solution to the problem of automatic vehicle detection and 
classification using the latest deep learning methods, highlighting the importance of using 
ensemble methods and partial training sets to improve accuracy and reduce runtime. The 
proposed system has the potential to be utilized in various real-world applications, including 
video surveillance systems and mobile devices. 

 
Keyword : Vehicle Detection and Classification System, Deep Learning, Thai License Plate 
Recognition, Convolutional Neural Network, Ensemble Method, Partial Training Set, Data 
Augmentation, Generative Adversarial Network, Hybrid GAN-YOLO 
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CHAPTER I 

INTRODUCTION 

 

1.1 Introduction 
 

Vehicle detection and classification is a critical problem in the field of computer vision 
and image processing. The goal of this problem is to automatically identify and classify vehicles 
in digital images and videos. The task is challenging due to the complex nature of vehicle 
appearances, variations in lighting and weather conditions, and the presence of occlusions and 
clutter in the background. 

 
There have been numerous attempts to address this problem using various image 

processing and machine learning techniques. These techniques involve the detection of vehicle 
regions in an image or video stream and the classification of the detected regions into specific 
vehicle types. Many of these techniques are based on feature extraction, segmentation, and 
classification algorithms, such as deep learning models, support vector machines, and random 
forests. 

Despite the significant progress made in the field of vehicle detection and classification, 
challenges persist, including the need for robust detection and classification in real-time 
environments, as well as the ability to extract detailed information about detected vehicles. One of 
the major challenges in this field is the lack of sufficient training data, which hinders the 
development of accurate and robust computer vision algorithms for vehicle recognition and 
tracking. To address this challenge, researchers are exploring new techniques that integrate 
advanced computer vision algorithms with other data sources, such as radar and lidar. These 
techniques hold promise for enhancing the performance of vehicle detection and classification in 
real-world scenarios. The development of more sophisticated vehicle recognition and tracking 
systems have important applications, such as in the areas of intelligent transportation systems, 
surveillance, and security. 
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1.2 Background of the Problem 

The increment of traffic problems around the world forced several countries to build a 

system to assist officers for control and secure the transportation problem. One of those countries 

is Thailand. Every year an enormous number of cars are sold and increase the complexity for the 

Thai government to supervise and control transportation. Researchers have tried to solve this 

problem for several years by adding a street video surveillance system to help police officers 

capture illegal use of vehicles without human standing on the road as happened in the past. The 

objective of this system is to detect a vehicle moving in the video image and try to collect the 

information of that vehicle. Mostly in the system need to identify the vehicle registration data 

from the license plate character and number in a video image. However, there are several 

situations that the vehicle license plate cannot be observed such as the obstacle covering up the 

plate or the image orientation that hiding it from a user perspective (see Figure 1). Forcing the 

system to look for other details such as vehicle type or vehicle make and model instead of the 

registration number which takes it to the area of image recognition problem. 

 

Figure  1. Vehicle image without license plate detail. 
 

Another significant challenge faced by the system is the detection of license plates in 

low-quality images, as shown in Figure 2. This issue can arise due to a suboptimal video image 
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resolution or camera quality. In such cases, the system requires additional algorithms to assist 

with vehicle information identification or to enhance image quality through the use of "Image 

Restoration" techniques. To address these challenges, this study proposes a comprehensive 

solution that leverages three image processing algorithms: image classification, object detection, 

and image restoration. 

  
 

 

 

 
Figure  2. Vehicle license plate from a low-quality image. 

 

Several techniques have applied to solve these problems. For example, Artificial Neural 

Network (Bishop, 1995; Nasrabadi, 2007), Support Vector Machine (SVM) (Vapnik, 1999), 

Genetic Algorithm (Alsultanny & Aqel, 2003; Pal & Wang, 1996), or K-Nearest Neighbors (Wu 

et al., 2002; Zhang et al., 2006). However, the progress in another technique called 

"Convolutional Neural Networks (CNNs)" (LeCun et al., 1998) was proved to be a better solution 

in this problem. The CNNs is one of the algorithms based on a deep neural network structure 

which many people prefer to call it "Deep Learning (DL)" (Sermanet et al., 2013; Sharif Razavian 

et al., 2014). The work on CNNs has been very popular since the introduction of "AlexNet" 

(Krizhevsky et al., 2017), the first CNNs model that won the ImageNet Large-Scale Visual 

Recognition Challenge (ILSVRC) in 2012. After that, several models tried to improve and 
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outperform its predecessor such as VGGNet (Simonyan & Zisserman, 2014), GoogLeNet 

(Szegedy et al., 2015), and MobileNets (Howard et al., 2017).  

 Those CNNs models are performing well for image classification problem. But for object 

detection, it needs to add extra features in the model to perform both classification and detection 

steps in only one network. Several techniques have been succeeded in these tasks. For example, 

R-CNN (Girshick et al., 2015), Faster R-CNN (Ren et al., 2015), You Only Look Once or YOLO 

(Redmon et al., 2016) and Single Shot multibox Detector or SSD (Liu et al., 2016). These models 

can predict the region of an interesting object by choosing the best bounding box area in the 

image and then identify its type in a single runtime. 

 The performance of convolutional neural networks (CNNs) in detecting and recognizing 

objects is highly dependent on the quality of the input image. To address the limitations of low-

quality images, the process of "Image Restoration" is employed to adjust image data before 

submission to the CNNs. Previously, basic methods such as The Inverse filter or The Wiener 

filter were used for this function. However, with the advent of Generative Adversarial Networks 

or GANs (Goodfellow et al., 2014), researchers can now recover the quality of low-resolution 

images or even generate new ones that differ from the source. Notably, recent successful GAN 

models in image restoration and super-resolution include DCGAN (Radford et al., 2015), 

SRGAN (Ledig et al., 2017), and DeblurGAN (Kupyn et al., 2018). 

 

1.3 Statement of the Problem 
 

The research aims to address three main challenges in the development of a 

comprehensive vehicle detection and classification system using deep learning algorithms.  

The first challenge is image classification, one of the primary issues is the lack of 

sufficient training data. This poses a significant hurdle for accurate identification and 

classification of vehicles in digital images. The deep learning algorithm must accurately identify 
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features such as vehicle type, make, model, or license plate data based on limited training data. 

Therefore, the accuracy of the classification results is highly dependent on the availability and 

quality of training data. Insufficient training data can negatively impact the performance of the 

algorithm and hinder the effectiveness of the system. As such, the evaluation of the algorithm's 

performance in image classification is critical in assessing the effectiveness of the system and 

identifying areas for improvement. 

The second challenge faced by the system is the detection and localization of vehicles 

and their license plates in digital images, known as vehicle object detection. Accurate and real-

time identification and tracking of vehicles are essential tasks for the system. The efficacy of the 

deep learning algorithm will be evaluated based on the accuracy and speed of the object detection 

process. 

The final challenge is image restoration, which aims to restore the quality of digital 

images affected by noise, blur, or low-resolution factors that can adversely impact the overall 

performance of the vehicle detection and classification system. The effectiveness of the deep 

learning algorithm in restoring image quality and improving the accuracy of the vehicle detection 

and classification system will be assessed. 

 

1.4 Purpose of the Study 
The primary objective of this dissertation is to develop and evaluate deep learning 

algorithms for vehicle detection and classification in digital images and videos. The study aims to 

achieve three main goals: 

The first objective is to study and develop a deep learning algorithm that can accurately 

classify vehicles based on their type, make, or license plate with a limited training data. The 

algorithm will be trained using a small dataset of vehicle images and evaluated based on its 

performance in classifying vehicles. 
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The second objective of this study is to evaluate and analyze the performance of the 

developed deep learning algorithms using three vehicle image datasets, namely Vehicle Type, 

Vehicle Make, and Vehicle License Plate. The efficacy of the algorithms in accurately detecting 

and classifying vehicles based on these datasets will be assessed. 

The third objective is to evaluate and analyze the performance of deep learning 

algorithms for image restoration. The restoration algorithms aim to improve the quality of digital 

images and videos that have been affected by noise, blur, or other factors, thereby enhancing the 

performance of the autonomous vehicle detection and classification system. The effectiveness of 

the restoration algorithm will be evaluated based on its ability to improve the overall performance 

of the system. 

1.5 Research Questions 
In this study, the primary focus is on investigating five key research questions related to 

the use of deep learning in the recognition and classification of vehicles. The first research 

question pertains to the performance of vehicle type recognition, specifically whether deep 

learning algorithms can accurately detect and specify the type of vehicle based on its image, such 

as sedan, hatchback, SUV, pick-up, and van. 

The second research question centers around vehicle make recognition and whether deep 

learning algorithms can accurately identify the brand of a vehicle based on an image alone. 

Additionally, the study aims to explore the potential of deep learning in performing character 

recognition on Thai license plates, which is the subject of the third research question. 

The fourth research question seeks to determine the most effective model for the vehicle 

detection and classification problem, taking into account various factors such as accuracy, speed, 

and ease of implementation. Finally, the fifth research question focuses on the potential for deep 

learning to improve the quality of low-quality vehicle images through the use of image restoration 

algorithms. 
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Overall, this study aims to contribute to the growing body of research on the use of deep 

learning in computer vision and image recognition, specifically in the context of vehicle detection 

and classification. By addressing these five key research questions, the study seeks to provide 

valuable insights into the capabilities and limitations of deep learning algorithms in this domain. 

 

1.6 Scope of Study 
In this research, the researcher designs the scope of the study based on each aspect as 

follows: 

1.6.1 Algorithm and Application  

In this study, we are focusing on several algorithms based on deep learning techniques 

which mainly are Convolutional Neural Networks (CNNs), then applications of these algorithms 

are split into three topics: image classification, object detection, and image restoration. 

1.6.2 Evaluation 

The evaluations of this research will be measured based on three scopes of measurement 

as follow:   

1. The accuracy of image object classification and detection. 

2. The time consuming of each algorithm in the experiment. 

3. The performance of the image restoration algorithm and its effects on the 

accuracy of image object classification and detection. 

  1.6.3 Dataset  

The researcher intends to obtain the vehicle image dataset from the video surveillance 

system at Loei Rajaphat University, utilizing two cameras as the primary recording devices. The 

first camera will capture images from the university's front gate, while the second camera will 
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capture images from the rear entrance. The image gathering process aims to collect approximately 

1,000 to 4,000 vehicle images, simulating a small dataset scenario. 

1.7 Significance of the Study 
This study aims to contribute to the field of vehicle recognition and tracking systems in 

two significant ways: 

Firstly, the study addresses the challenge of limited training data by proposing a solution 

for accurate classification and detection of vehicle type, make, and license plates using deep 

learning algorithms. The proposed approach is designed to overcome the limitations of training 

data by leveraging transfer learning techniques and data augmentation to improve the accuracy of 

the classification results. 

Secondly, the significance and benefits of this study lie in its potential to improve the 

accuracy and efficiency of vehicle recognition and tracking systems in real-world scenarios, such 

as intelligent transportation systems, surveillance, and security. By overcoming the limitations of 

image quality and proposing deep learning model for image restoration, this study provides a 

valuable contribution to the field and opens up new avenues for future research. 

 

1.8 Definition of Terms 
1.8.1 Vehicle Type is the description of the vehicle category that helps define the terms 

for classifying cars or other types of vehicles. 

1.8.2 Vehicle Make is the brand of the vehicle, mostly are the name of the company 

manufacturing the vehicle. 

1.8.3 License plate or vehicle registration plate is a metal or plastic plate attached to a 

vehicle for official identification purposes. 



 

 

 

CHAPTER II 

LITERATURE REVIEW 

 
This research is theoretical and applied research. The objective is to study and examine 

the efficiency of various deep learning algorithms to solve the vehicle image classification and 

detection problem. With has the theories and related research as follows. 

 2.1  Vehicle Detection System 

 2.2  Vehicle Type 

 2.3  Vehicle Make 

 2.4  Vehicle License Plate 

 2.5 Deep Learning 

 2.6 Convolutional Neural Network 

 2.7 Deep Learning Model for Image Classification 

 2.8 Deep Learning Model for Image Detection 

 2.9 Deep Learning Model for Image Restoration 

 2.10 Relevant Research 

 

2.1 Vehicle Detection System 
 

The increase of the traffic problem around the world have forced several countries to 
build a system to assist the officer to control and secure the transportation problem, one of those 
countries is Thailand. Every year a lot of new cars has been selling and make more complexity for 
the Thai government to supervise the road flow and transportation control. Researchers and 



 

 

  10 

officers have solved this problem for several years by adding the video surveillance system in the 
street (See Figure 3) and help police officer to capture an illegal used of vehicle manually by 
people without standing on the road like in the past. 

 
Figure  3. Street Video Surveillance in Thailand. 

 

The objective of this system is to detect the vehicle moving in the image and find the 

detail of that vehicle by extract data from its license plate (See Figure 4). If some vehicles abuse 

the traffic laws, the video camera will capture the frame and send a report to the police officer. 

But the problem is this system still not the fully automatic camera system. Some examples are the 

speed control, a camera cannot detect speed limit by using only its own device but need some 

additional sensors to help control the camera such as Laser, RADAR, LIDAR, and Infrared 

(Sawicki, 1993). And after that it needs to do the License Plate Recognition (LPR) step, the 

standard OCR can recognize the character in the image but it needs to be in the correct orientation 

with a clearly condition (Mori et al., 1999). 

 

Figure  4. Thai Vehicle Registration License Plate. 
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2.2 Vehicle Type 
 Vehicle Type is the description of the vehicle category that helps define the terms for 

classifying cars or other types of vehicles. In this research, we will focus on five types of mainly 

personal vehicle in Thailand (See Figure 5): 

 
Figure  5. Five types of Vehicles in Thailand. 

a) Sedan, b) Hatchback. c) SUV, d) Pick-up, e) Van. 
 

1. Sedan: A passenger car with body of two or four doors and two full-width seats inside. 

2. Hatchback: Another passenger car which has a single rear door for storage. 

3. Sport utility vehicle (SUV): a larger hatchback which is similar to a station wagon. 

4. Pick-up: A small truck with an open body and enclosed cab. 

5. Van: A vehicle with three or four passenger seats which can transport more than ten people. 

2.3 Vehicle Make 
Vehicle Make is the brand of the vehicle, mostly are the name of the company 

manufacturing the vehicle. Remembering the brand of a vehicle can help officers to reduce the 
range of data they require to explore before process into another step of traffic control. In 
Thailand, the automotive industry is mainly dominated by Japanese and American car company 
(Maikaew, 2018). From figure 6, the biggest market shares of the car industry in Thailand are 
Toyota (27.2%) followed by Isuzu (18.9%), Honda (14.8%), Mitsubishi (7.9%) and Nissan 
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(6.9%). Ford is the biggest American car company in Thailand (6.4%) and followed by Chevloret 
(2.1%). 

 

Figure  6. The popular car brands in Thailand (2017). 
 

Normally, each company installed its logo on the front and rear middle position of the 
vehicle. People are easily recognizing the vehicle make by staring at the logo because of its 
unique design and the familiarity of the people (See Figure 7). This advantage can help a machine 
to do the same thing. By locating and recognizing the vehicle logo, make it possible for a 
computer system to classify the vehicle make by analyzing the differences in each logo and figure 
out how to categorize them. 

 

 
Figure  7. Example of the vehicle logo. 
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2.4 Vehicle License Plate 
License plate or vehicle registration plate is a metal or plastic plate attached to a 

vehicle for official identification purposes. Because the registered license plate is the main 
identification of each vehicle in the traffic control system. If the system can detect and recognize 
the detail in each license plate, they might be able to access to the full detail of each car in the 
database (if any) without recognizing the vehicle type or the vehicle brand. 

For the five types of Thai vehicle, we focus on this research (Sedan, Hatchback, SUV, 
Pick-up, and Van), there are only five possible types of the license plate can be used in these 
types of vehicles (See Figure 8). 

 
Figure  8. Five types of Thai license plate. 

 The first one is the black color character license plate, it is the most common license 

plate for Thai passenger vehicle with usually have less than 7 seats (Sedan, Hatchback, SUV, and 

4-door Pick-up). The second type is the green license plate. It is the license plate used only for the 

private 2-door Pick-up. The third one is the blue license plate, only for the vehicle with more than 

7  seats (Commonly a Van). The fourth type uses the black color on the character and the red 

background color, this type can be used temporary when people buy a new car and wait for the 

permanent one. The last one uses the yellow background color, this license type only uses by taxi 

vehicle which can be in several types of vehicles (Sedan, Hatchback, or SUV) 
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 The difficulty of recognizing the license plate is the condition of the plate appearing on 

the scene. If the plate appears in the image with the straight orientation and the character can be 

seen clearly, we can easily detect and recognize the information on the plate. But if the license 

plate shows in the others tilted angle or comes with unclear conditions (For example dirt, shadow, 

obstacle or plate cover), it is going to be harder for a machine to extract the information from this 

license plate (See Figure 9). 

 
Figure  9. Example of a license plate with varied condition. 

 

2.5  Deep Learning 
 Deep Learning (also known as deep structured learning or hierarchical learning) is a 

part of Machine Learning method based on artificial neural network; the phrase "Deep Learning 

(DL)" was first used by Rina Dechter in 1986 (Dechter, 1986). The general idea of this technique 

is the combination of a neural network model that was structured in shape of "Deep", 

"Feedforward", and "Multilayer" and use it for creating the learning ability of the machine. The 

"deep" in "deep learning" refers to the number of layers but was not state clearly that how many 

layers should be considered to be "Deep". Deep learning usually forms in architectures such as 

deep neural networks, deep belief networks and recurrent neural networks (See Figure 10). 
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Figure  10. Deep neural network. 

Image downloaded from http://neuralnetworksanddeeplearning.com/ in March 2019. 

 Several models of a Deep Neural Network have been developed for machine learning 

tasks. One of the challenging applications is the image object detection and recognition. 

Researchers have designed different structures of Deep Learning to work with the image but the 

most successful architecture is a "Convolutional Neural Networks" or "CNNs". This structure of a 

neural network is designed specifically for the image type data and used the advantage of a multi-

layer network architecture to analyze the information out of the image.  CNNs is the most often 

used algorithm for image recognition and has developed in a different model by many researchers 

today. 

 

2.6  Convolutional Neural Network 
 Convolutional neural networks (CNNs, or ConvNet) is a class of deep, feed-forward 

artificial neural networks, most commonly applied to analyzing visual imagery. The basic 

structure of CNNs consists of several kinds of layer such as convolutional layer, pooling layer, 

fully connected layer where each layer has the different calculation in the network (See Figure 

11). 
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Figure  11. Structure of Convolutional neural network. 

Image downloaded from https://towardsdatascience.com/ in March 2019. 

 Many researchers today use a convolutional neural network or CNNs largely in an area 

of image recognition and object detection because of the structure of convolutional layer that 

design specific for the input data format in 2d or 3d matrix structure like digital image format. 

2.7  Deep Learning Model for Image Classification 
 2.7.1  AlexNet 

 AlexNet is the name of a convolutional neural networks created by Alex Krizhevsky, 

Geoffrey Hinton, and Ilya Sutskever in 2010 (Krizhevsky et al., 2017). AlexNet was one of the 

pioneer approaches in terms of applying a CNNs into an area of image recognition. The model of 

Alexnet consisted of 650,000 neurons and 60 million parameters which had five convolutional 

layers and 1000-way softmax (See Figure 12). Alexnet was the winner on ImageNet Large-Scale 

Visual Recognition Challenge in 2010 (ILSVRC10) which was the competition on image 

recognition. 

 
Figure  12. AlexNet architecture. 

Image from Krizhevsky et al. (2017) 
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 2.7.2  VGGNet 

 The VGG network architecture was introduced by Simonyan and Zisserman from 

Visual Geometry Group at University of Oxford in 2014 (Simonyan & Zisserman, 2014). This 

model is consisted of 3x3 convolutional layers, max pooling, two fully-connected layers, and 

softmax classifier (See Fig. 13). Simonyan and Zisserman had showed that the performance of 

VGG network was outperform the other models who was the winner of ILSVRC from year 2012 

and 2013. 

 
Figure  13. VGGNet. 

Image from Simonyan et al. (2014) 

 The VGG model usually came in two different structures, VGG16 and VGG19. The 

number 16 and 19 means a number of weight layers in the network. VGG19 was perform better 

than VGG16 because of deeper layer but unfortunately increasing a lot of size for the whole 

network. 

 2.7.3  GoogLeNet 

 The GoogLeNet or Inception v1 is the name of a deep convolutional neural networks 

created by Christian Szegedy in 2014 (Szegedy et al., 2015).  It consists of 22 layers neural 

network with the combination layers of convolution, max_pooling, softmax, and a new idea of 

inception module. The objective of inception layer is to find the optimal local construction in each 

layer and to repeat it spatially. Each "inception" module is the construction of the different sizes 
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for each convolution node (1x1, 3x3, and 5x5) and 3x3 max pooling node (See Figure 14). 

GoogLeNet was the winner on ILSVRC14 which surpass the previous model such as AlexNet 

and VGGNet. 

 
Figure  14. Inception module from GoogLeNet network (Inception v1).  

Image from Szegedy et al. (2015) 

 Follow the development on Inception v1, the improved version was released on the year 

later start from v2 to v4. Inception v2 (Ioffe & Szegedy, 2015) tried to improve the training 

performance of the networks by the premise of covariate shift. They did the batch normalization 

and replace a 5x5 convolution kernels with two 3x3 nodes. Inception v3 (Szegedy et al., 2016) 

factorized the convolution node in inception module and made a smaller size for convolution 

process. For example, they factorize one nxn kernel into nx1 and 1xn kernels (See Figure 15). 

And Inception v4 (Szegedy et al., 2017) is the redesign of Inception v3, which has more uniform 

simplified architecture and more inception modules. It accelerated the training module and also 

the performance of the network. The updated version of inception showed the better performance 

in each time it released. The latest v4 had the smallest error rate on ImageNet dataset compared to 

the previous three but require more parameters than version 3. 
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Figure  15. Factorization process in Inception v3. 

Image from Szegedy et al. (2016) 

  2.7.4  MobileNets 

 MobileNets is another model of CNNs which has propose to reduce the size of the 

previous CNNs model to make it available to use in mobile platform (Howard et al., 2017). The 

idea is to replace the standard convolutional filters with two layers (Depthwise and Pointwise 

convolution) that build a smaller separable filter, which Depthwise reduce the size from length 

and width direction and Pointwise reduce the size of filter from depth direction (See Figure 16). 

 This network has achieved good performance compare to another model we mention 

above and come with the smallest size of the network. Make it a good choice for the researcher to 

deal with the problem of large-scale data. 
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Figure  16. Depthwise and Pointwise separable convolution filter of MobileNets. 

Image from Howard et al. (2017) 

2.8  Deep Learning Model for Image Detection 
 2.8.1  Region-Based Convolutional Neural Network (R-CNN) 

 The CNNs models we introduced in the previous section are mainly using for image 

recognition or classification problem. Those models can analyze the whole image and tell a 

human what the image object is it but cannot locate the location area of the object and more 

importantly cannot tell if there is more than one object in the image. The researcher took these 

issues for the next step, An Image Segmentation.  The image segmentation (or Image Detection) 

is the process to find an area of the possible objects in the image which require to detect more 

than one object (if any) appears in the image. This step might include the image classification to 

define the type of the object in the same time or split into two different steps but mainly focus on 

capturing the area of the object before proceed to the next one. 

 Researchers in DL and CNNs have faced these issues as same as the people in another 

image processing groups. The CNNs was designed only for image classification but the obviously 

well performance of them forced many people to find the way to add an image segmentation into 

the CNNs. One of the pioneers in this task is the work of a UC Berkeley team, led by Ross 
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Girshick and Professor Jitendra Malik. It is called "Region-Based Convolutional Neural Network" 

or "R-CNN" (Girshick et al., 2015). 

 R-CNN was the combination of the classical image processing and the CNNs by using 

the method call "Selective Search" (Uijlings et al., 2013) to create a bunch of bounding boxes in 

the image with the high probability to be the same group of the object. These boxes (or some 

called Region of Interest (ROI)) will be analyzed by the search algorithm and choose the good 

region to be the input of CNNs for image recognition (See Figure 17). 

 
Figure  17. R-CNN create a set of a region bounding boxes before classification. 

Image from Girshick et al. (2015) 

 

 The combination features of Selective Search and CNNs showed an example of how to 

add the image segmentation into Deep Learning model for image detection. R-CNN was the early 

method that success in this issue and inspired many researchers to bring in more techniques of 

image processing to help CNNs overcome the problem of segmenting the objects in the image.  

  

 2.8.2  Faster Region-based Convolutional Network (Faster R-CNN) 

 Follow the success of R-CNN, another team at Microsoft Research in 2 0 1 5 , found a 

way to reduce the execution time of the region proposal step and named it "Faster R-CNN" (Ren 

et al., 2015).  The main idea of Faster R-CNN is to replace "Selective Search" with the result of 

the early layers in CNN (that actually captured the similarity feature in the image and almost do 

the same thing with Selective Search). The Faster R-CNN using this first layer of CNN and 
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extend it to be a Fully Convolution layer called "Region Proposal Network" by passing a sliding 

window over the CNNs feature map and at each window, and output the scores for how good of 

those boxes before sending to other layers (See Figure 18). 

 
Figure  18. Faster Region-based Convolutional Network (Faster R-CNN). 

Image from Ren et al. (2015) 

 

 This replacement helps Faster R-CNN to surpass the old R-CNN in terms of speed and 

accuracy and pave the ways for others research group to add some region layer on top of CNN 

instead of using standard image processing method.  

 

 2.8.3  You Only Look Once (YOLO) 

 "You Only Look Once" or "YOLO" (Redmon et al., 2016) was another model follow 

the footstep of R-CNN.  This model directly predicts bounding boxes and class probabilities 

within a single CNNs network by dividing an input image into an SxS grid. Each grid will predict 

a set of bounding boxes with a confidence score using a convolution layer (See Figure 19). 
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Figure  19. Example of SxS grid in YOLO. 

Image from Redmon et al. (2016) 

 The YOLO CNNs network is inspired by the inception modules of the GoogLeNet 

model. This network has 2 4  convolutional layers and 2  fully-connected layers. The final layer 

outputs a tensor corresponding to the predictions for each cell of the grid. The Non-Maximum 

Suppression (NMS) (Neubeck & Van Gool, 2006) method is applied at the end of the network to 

reduce the number of boxes without objects (See Figure 20). 

 
Figure  20. YOLO architecture. 

Image from Redmon et al. (2016) 
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 2.8.4  Single Shot Multibox Detector (SSD) 

 Single Shot Multibox Detector or SSD is similar to YOLO by creating one CNNs 

model that design to do the both tasks of image recognition (image segmentation and image 

classification) in the same time (Liu et al., 2016). The SSD model split an input image with 

different filter size (10x10, 5x5 and 3x3) to create a feature map using convolutional layer. These 

maps are used to predict the bounding boxes and processed by a specific layer with 3x3 filters 

called extra feature layers. Unlike YOLO, the SSD model uses these extra feature layers to 

increase the number of relevant bounding boxes (See Figure 21). 

 
Figure  21. Comparison of the SSD and YOLO architecture. 

Image from Liu et al. (2016) 

 SSD also uses the Non-Maximum Suppression to reduce the irrelevant bounding boxes 

like YOLO. But adding the Hard Negative Mining (HNM) to remove a lot of negative boxes that 

are still predicted. 

 

2.9  Deep Learning Model for Image Restoration 
 2.9.1  Generative adversarial network (GAN) 
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 A generative adversarial network (GAN) is a type of deep learning system based on two 

convolutional networks introduced by Ian Goodfellow and his team in 2014. The main concept 

comes with two neural networks contesting with each other in a task for generating new data with 

the same frequency as the training data. For example, GAN can generate a new image that looks 

closer to an original image dataset i.e., Human Face, Alphabet, Number, etc. (See Figure 22). 

 
Figure  22. Example of generating images from GAN. 

column 1-5 are the sample created from each distribution, column 6 is the training sample a) 
alphabet image b) human face image. Image from Goodfellow et al. (2014) 

 

 GAN structure consists of two CNNs. The first one called "a generative network" 

which tries to generate a new sample similar to the training data. And the second CNNs is a 

discriminative network that evaluates the performance of that sample. These two networks work 

together to help increase accuracy in their tasks. Finally, it generates a new output that seems like 

real data. 

 2.9.2  Generative adversarial network for Image Super-Resolution (SRGAN) 

 The application of GAN can also be used to create an upscaling image from the original 

photo. One example model is the Generative adversarial network for Image Super-Resolution or 

SRGAN (Ledig et al., 2017). Using the concept of two networks as same as the original GAN but 

adding a deep residual network inside standard CNNs (See Figure 23). SRGAN achieved the 

success of creating a 4 times factor upscaling image. 
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Figure  23. Structure of SRGAN. 
Image from Ledig et al. (2017) 

 

 2.9.3  DeblurGAN 

 Another example of a GAN network that can improve image quality is DeblurGAN.  In 

2018 Orest Kupyn and his team used this network to recover a blurred image into a sharper output 

using two strided convolution blocks inside of GAN structure (See Figure 24). The result shows 

that this model can help increase the accuracy of the image recognition process using YOLO 

algorithm (Kupyn et al., 2018). 

 
Figure  24. DeblurGAN. 

Image from Kupyn et al. (2018) 
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2.10  Relevant Research 
 Zhou and Cheung (2016) researched the AlexNet model for vehicle type classification 

using the cropped vehicle image from the road image. They took feature vector from layers 6 and 

7 of the pre-trained AlexNet model and used Principal Component Analysis (PCA) and Linear 

Discriminant Analysis (LDA) for dimensional reduction. The result of classifying three types of 

vehicles (Sedan, Van, and Taxi) is 97%. But with a small size of image dataset (983 images, they 

could not fully retrain the network but require SVM for classification method instead (Zhou & 

Cheung, 2016).  

 Shaoyong Yu et al. (2017) developed a vehicle detection and classification using Faster 

R-CNN as the main algorithm for vehicle detection then used five layers CNN with a joint 

bayesian network to classify the model of the vehicle. Using 100,000 images of the vehicle 

acquired from the internet which consists of 73 vehicle brands. The result showed that the vehicle 

detection accuracy is only 85% and 89% on vehicle classification. The researcher found that the 

system still has a problem to distinguish the similar vehicle model and sometimes detect a non-

vehicle object that might require to add more features in the classification model (Yu et al., 2017). 

 Zhanyu Ma et al. (2019) modified the standard max-pooling layer in Convolutional 

Neural Network to a new channel max-pooling (CMP) layer and experimented on a vehicle 

classification problem. This new layer tried to reduce unwanted features from the pool and help 

improve network performance. Its result showed the evolved accuracy of several CNNs models 

(VGG16, DenseNet161, and ResNet152) on standard Cars-196 and CompCars datasets (Ma et al., 

2019). 

 Chen (2019) researched the Taiwanese license plate recognition using sliding-window 

darknet-YOLO architecture. The experiment ran on 2049 images of Taiwan car license plate 

which came from different locations, times, and weather conditions. His system achieves 98.22% 

accuracy on license plate detection but only 78% accuracy for character recognition. The 

researcher suggested that noise-reduction should be included in the process to improve the 

performance of the further experiment (Chen, 2019). 



 

 

 

CHAPTER III  

FAST AND ACCURATE DEEP LEARNING ARCHITECTURE 

ON VEHICLE TYPE RECOGNITION 

 

Vehicle Type Recognition is a significant problem that happens when people require to 

search for vehicle data from a video surveillance system at a time that a license plate does not 

appear in the image. This chapter proposes to solve this problem with a Deep Learning technique 

called Convolutional Neural Network (CNN), which is one of the latest advanced machine 

learning techniques. In the chapter, researchers collected two datasets of Vehicle Type Image 

(VTID I & II) for 1,310 and 4,356 images. Then performed the first experiment with 5 CNN 

architectures (MobileNets, VGG16, VGG19, Inception V3, and Inception V4) and the second 

experiment with another 5 CNNs (MobileNetV2, ResNet50, Inception ResNet V2, Darknet-19, 

and Darknet-53) plus several data augmentation methods. The results show that MobileNets 

significantly outperformed other CNN architectures, which the highest accuracy rate at 95.46% 

when combine with the brightness augmented method and also the fastest model compares to 

other CNN networks.   

 

3.1 Introduction 
 The increasing traffic problem around the world has forced several countries to build a 

system for assisting officers in controlling and securing their transportation problem. One of those 

countries is Thailand. Every year many cars are increasing the complexity of transportation 

control for the Thai government. Many researchers have tried to solve this problem for several 

years by adding a street video surveillance system to help police officers capture the illegal use of 

vehicles without them standing on the road as happened in the past. 
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Figure  25. Vehicle image without license plate detail. 
 

 The key problem of this system is how to detect a vehicle position in the image and 

how to extract the vehicle detail out from its license plate. But in many situations, the license 

plate does not appear clearly in the scene. That forces the system to identify other details of the 

vehicle instead. For example, vehicle shape, vehicle model, or vehicle type (car, truck, or bus), etc 

(see Figure 25). If the system can recognize these kinds of data, it helps to reduce the recognition 

processes on that vehicle. Many researchers brought these issues into the fields of image 

processing and machine learning to find a solution. Many state-of-the-art techniques have been 

applied to solve this problem, for example, Harris Corner Detector (Li et al., 2009), Histogram of 

Oriented Gradients (Zhang, 2012), or K-nearest neighbor (Clady et al., 2008). But these 

techniques require a long time for the training process and have not enough accuracy. 

 Fortunately, the development of another technique called "The Convolutional Neural 

Network" or "CNN", which bases on the deep neural network structure, has been proved to solve 

this problem. With the works of Dong (Dong et al., 2015), Huttunen (Huttunen et al., 2016), and 

Bautista (Bautista et al., 2016), they found CNN achieved better performance on vehicle type 

recognition problems compared to previous techniques. But still had a limit when the vehicle 

image came from a different viewing angle or direction. These problems need to be fixed with the 

improved CNN or another additional technique.   

 The first modern model of CNN is AlexNet (Krizhevsky, 2017), which proved that the 

idea of CNN would be the better method to solve several image recognition problems including 

the vehicle image. After AlexNet, other CNN models have been developed and achieved more 

signs of progress. For example, VGGNet (Simonyan, 2014), GoogLeNet (Szegedy, 2015), and 
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MobileNets (Howard, 2017). Each architecture enhanced the performance of CNN in different 

ways. For example, the recognition accuracy, the network structure, or the model parameters. 

Several problems in image recognition have been solving with this development (Boonsirisumpun 

& Puarungroj, 2018). 

 Even CNN has been a success in several areas of image recognition. They still face a 

significant accurate problem if the number of the training dataset is so small or the quality of a 

raw image is not satisfying. Then the addition of the data augmentation techniques requires 

creating more variance in the dataset and helps to improve the performance. From all problems 

have mentioned above, this research proposed to apply the CNN algorithms with the addition of 

several data augmentation techniques to the vehicle type recognition problem. To find the best 

combination method of these techniques on our low-quality vehicle image dataset. 

 

 Contributions: This chapter provides two new vehicle type image datasets, collecting 

from Loei Rajabhat University's video surveillance system. The first dataset consists of 1,310 

images, name VTID. And the second has a total of 4,356 images (VTID2). Then apply ten 

convolutional neural network architectures, which are selected by the fast and accurate properties 

such as MobileNets (V1 and V2), VGGNet (16 and 19), GoogLeNet (Inception V3, V4, and 

Inception ResNet V2), ResNet50, and Darknet (Darknet-19 and 53) to challenge the dataset. 

Finally, the experiments of combination CNN and the data augmentation techniques have been 

performed. 

 Chapter Outline: The rest of the chapter is organized as follows: Section 3.2 describes 

the detail of several deep learning methods used in these experiments. Section 3.3 describes the 

data augmentation techniques. Section 3.4 introduces our image datasets. Section 3.5 describes 

the experiment details. The discussion part in Section 3.6, and finally, the conclusion is in Section 

7. 
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3.2 Deep Learning 
Deep Learning is a successful machine learning technique based on a deep layer neural 

network. This method has gained popularity in many areas in the field of artificial intelligence, 

machine learning, and image processing. The new architecture of deep Learning has developed, 

called a convolutional neural network or CNN, which is more suitable for digital large scale 

image data. One of the successful CNN pioneers is AlexNet, an eight layers deep convolutional 

network that first won the ImageNet Large-Scale Visual Recognition Challenge in 2010. After the 

success of AlexNet, many researchers applied the idea of CNN and developed their model to 

challenge the predecessor. 

Convolutional neural networks (CNNs) are one of the most advanced algorithms for 

solving image recognition and detection. This pioneering idea dates back to the 1980s when it 

demonstrated how to apply CNN to analyze handwritten digit image (LeCun et al., 1989). The 

core structure of CNN is the Convolutional layer, a small filter that creates the feature map from 

the input image and then combines several features into interest objects (LeCun & Bengio, 1995). 

One famous example of the CNN model is the work of Alex Krizhevsky and his team during 

2010-2012. He developed the full CNN model called AlexNet in order to compete in the 

ImageNet competition. This was followed by VGGNet from Simonyan and Zisserman in 2014, 

then Szegedy and a Google team introduced the GoogLeNet or ‘Inception’ between 2015 and 

2017 (Szegedy et al., 2017; Szegedy et al., 2015; Szegedy et al., 2016). And in 2017, A.G. 

Howard created a small but efficient network called MobileNets. 

 3.2.1 MobileNets V1 

 MobileNets is a CNN model intended to reduce the size of the standard CNN model for 
making it suitable to use in a mobile device. The idea was to replace the general convolutional 
filters with two separate steps (Depthwise and Pointwise separable convolution) that build a lot 
smaller convolution filter. While Depthwise reduces the size from length and width dimension, 
Pointwise decreases the size of the filter from depth direction (Yoo et al., 2018). This network has 
achieved better performance compared to other large CNN models and had a smaller network 
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size. These factors make it a suitable option for the researcher in dealing with the problem of 
large-scale training data. 

 

Figure  26. Illustration of the (a) Depthwise and (b) Pointwise separable convolution. 
 

 Depthwise and Pointwise separable convolutions are ideas for reducing the computation 
time in the CNN structure (Sifre & Mallat, 2014). This idea is of splitting the feature maps from 
one 3D convolutional layer into two 2D layers, first reduces the depth dimension, and then the 
height and the width (see Figure 26). This technique helps decrease the runtime and numbers of 
parameters, which makes it a small and fast CNN network.  

 Moreover, the designer of MobileNets has applied two more hyperparameters that can 
make the model even smaller; width and resolution multipliers. Width multiplier is a parameter to 
reduce the number of separable filters that split from the full convolution. For example, if 
choosing convolution size N x N x M. The standard MobileNets will separate them into M filters 
with N x N x 1 size. Width parameter (α) will replace it with αM filters instead. 

 The resolution multiplier parameter is the factor to directly reduce the size of the input 
image since the beginning of the first layer. By reducing the size of the start image, it helps to 
decrease the total computation filters along the way to the final layer.  

 The creator of MobileNets designed it to normally use four values for each multiplier. 
For the width multiplier, researcher can choose four values (1, 0.75, 0.5, and 0.25). And another 
four for the resolution multiplier (224 x 224, 192 x 192, 160 x 160, and 128 x 128). 
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 3.2.2 MobileNets V2 

 The descendant of MobileNets, MobileNet V2, was introduced in 2018 (Sandler et al., 
2018). The new version had two improvement concepts, Linear Bottleneck and Inverted Residual 
Block. The Linear Bottleneck layer was used to capture a linear transformation after the ReLU 
layer if some non-zero values are remaining (Figure 27). Inverted Residual Block is the idea to 
improve the standard residual block but has a thinner layer (bottleneck) instead of the thick one 
(see Figure 28). MobileNet V2 is a bit smaller than the first generation. The number of parameters 
reduce from 4.2 M to 3.4 M but still has an equivalent performance. 

 

Figure  27. The structure of new separable block with linear bottle neck.  
a) Standard separable block b) New separable block with linear bottleneck. 

 

Figure  28. Inverted Residual Block connect to previous bottleneck layer instead of  
a convolution layers. 
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 3.2.3 VGGNet 

 In 2014, Simonyan and Zisserman proposed VGG network architecture. This model 
used only 3×3 convolutional layers on top of the standard CNN network (max pooling, fully-
connected, and softmax layer). Its results showed that the performance of the VGG network 
surpassed the other models at that time. The success of VGG architecture came in two sizes, 
VGG16 & 19. The number 16 and 19 refers to the numbers of weight layers in the network. 
VGG19 is better than VGG16 because of a deeper layer but unfortunately increased the size of 
the model. 

 

 3.2.4 GoogLeNet 

 GoogLeNet or Inception V1 is a CNN model created by Christian Szegedy and his team 
in 2014. In the first version, it had 22 convolution layers and an extra layer called the inception 
module. Each inception module is a construction of the different sizes for each convolution node 
(1×1, 3×3, and 5×5) and 3×3 max-pooling node. Inception V1 was the winner at ILSVRC14 and 
surpassed the performance of VGGNets.  

 After the success of Inception V1, GoogLeNet has implemented several updated 
versions following the predecessor. Inception V2 improved the training performance of the 
networks by using the batch normalization technique. The next model was the Inception V3. This 
time they factorized the convolution node in the Inception module and made it smaller. The latest 
version is Inception V4. This network is a redesign of Inception V3 by adding more uniform 
architecture and more inception modules. The performance showed that Inception V4 had the 
smallest error rate on several datasets compared to the previous three networks but required more 
runtime than Inception V3. 

 

 3.2.5 ResNet 50 

 ResNet is the first CNN using the concept of residual connection that was introduced in 
2015. Its concept is to create a shortcut connection using residual learning block (Figure 29). The 
result of these shortcuts was proposed to reduce training error for a deep layer CNN model and it 
successfully outperformed against the VGG network at that time (He et al., 2016). 
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Figure  29. Residual learning block create a shortcut connection (green arrow) to reduce 
 the path from input to output layer. 

 

 3.2.6 Inception ResNet V2 

 Inception ResNet V2 is the combination concept of inception network and residual 
connection. It was originally introduced along with inception V4 and Inception ResNet V1 with 
the proposal to use the residual connection to lessen the training process of Inception V3. While 
V4 is a larger version of Inception V3, Inception ResNet V1 is the combination of V3 and 
residual connection, and Inception ResNet V2 is the V4 plus residual block idea. From the 
experiment of Ioffe & Szegedy in 2015, Inception ResNet V2 had won the best performance 
compared to the other three in terms of accuracy. It had improved training speed compared to 
inception V4 (Ioffe & Szegedy, 2015). 

 

 3.2.7 Darknet-19 & Darknet-53 

 Another interesting CNN network is called "Darknet". The core structure of the object 
detection technique "YOLO" (Redmon et al., 2016). YOLO is one of the pioneers in using only 
one neural network to predict both object location and object type in the image. The architecture 
of YOLO can be separated into two parts, first the bounding box detection and second the image 
classification. Originally, YOLO V1 used almost the same structure as GoogLeNet (Creating 
inception module with convolution layer).  
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 YOLO V2 was followed in 2017 with the new classification part called "Darknet-19" 
(Redmon & Farhadi, 2017). Darknet-19 architecture is mostly similar to VGG19 (19 convolution 
layer) but the special module that seems like an inception block inside the convolution layer. 

 Another model derived from the YOLO series is "Darknet-53". This is the same as 
Darknet-19, Darknet-53 is the main structure of YOLO V3 with a bigger size (53 convolution 
layers) has a residual connection like Inception Resnet. The YOLO V3 was reported to be slightly 
worse than a previous version but it returned a good result on the detection metric of .5 IOU 
(Redmon & Farhadi, 2018). 

 

3.3 Data Augmentation 
 Image classification with deep learning was performed with a good result but required a 
large amount of training data to avoid overfitting (Shorten & Khoshgoftaar, 2019). In some 
situations, researchers can collect enough data to train the model. But in many situations, this is 
not possible because of a lack of resources. One method to solve this problem is data 
augmentation, a technique that attempts to create more data samples by adjusting or transforming 
the original image in various ways. 

 Data augmentation can be accomplished both with some basic transformations and by 
using other advanced methods to generate a larger training dataset (Mikołajczyk & Grochowski, 
2018). Some popular basic augmentations are the affine transformations (Flipping, Rotating, 
Zooming, and Shifting). These techniques try to create a new image using basic image 
transformation, for example, move the pixel, reflect the image vertically or horizontally, and 
rescaling or cropping the image. Another way is performed using color modification. Researchers 
can adjust an image by changing its color system, converting the color image into a black-white 
image or vice versa, and enhancing the contrast or brightness of the image. 

 

3.4 Dataset 
 3.4.1 Vehicle Type Image Dataset (VTID) 



 

 

  37 

 The main objective for the image dataset is to examine five vehicle types of Cars that 
are mostly used in Thailand (sedan, hatchback, pick-up, SUV, and van). The recording devices to 
collect the image are from a video surveillance system of Loei Rajabhat University in Loei 
province, Thailand. The collection process took place during the daytime for four weeks between 
July and December 2018. Two cameras were installed at the front gate of the university. 
However, with a small number of the Van images in the dataset compared to the other four 
vehicle types. In this case, the researcher decided to add other vehicle-type images such as a 
Motorcycle in the Van group and change the name to “Other vehicles” (Figure 30) to increase 
diversity. Finally, the first dataset called "Vehicle Type Image Dataset (VTID)" has a total of 
1,310 sample images that can be separated into each vehicle type as follows; 400 Sedans, 478 
Pick-ups, 129 SUVs, 181 Hatchbacks, and 122 Other vehicle images. 

 Each image has been collected using the 224x224 resolution. With a total number is 
more than 1,000 images, the overall images are exceedingly more than a million parameters. 
Make it more suitable for using CNN than other techniques to apply for this dataset. 

 

Figure  30. Example of VTID1 dataset collected in four different views (front, back, left, and 
right): a) Sedan, b) Hatchback, c) Pick-up, d) SUV, e) Others vehicle. 
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 3.4.2 Vehicle Type Image Dataset 2 (VTID2) 

 After VTID, researchers decided to extend the collection process to create another 
larger dataset to add diversity to the dataset for avoiding data overfitting. Finally, the new dataset, 
call "Vehicle Type Image Dataset 2 (VTID2)", consists of 4,356 image samples that can be 
separated into five vehicle type classes as follows; 1230 Sedans, 1240 Pick-ups, 680 SUVs, 606 
Hatchbacks, and 600 Other vehicle images. 

 Moreover, the five data augmentations (Horizontal Flip, Random Shift, Rotation, 
Zoom, and Brightness) have been applied to the VTID2 dataset and creating five larger datasets in 
the experiment (VTID2-Flip, VTID2-Shift, VTID2-Rotation, VTID2-Zoom, and VTID2-
Brightness) (Figure 31). These five datasets were generated using the Keras ImageDataGenerator 
library (Chollet, 2016) with parameter settings for Shift range (-50 to 50), Rotation degree (-45 to 
45), Brightness (0.2 to 1.0), Zoom range (0.5 to 1.0), and used in the experiment first separately, 
then combining (VITD2-All) in the final test. 

 

 

Figure  31. VTID2 with data augmentation (a) original image, (b) horizontal flip, (c) random 
shift, (d) rotation, (e) zoom, and (f) brightness 
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3.5 Experiments 
 3.5.1 Experimental settings and results 

 For the experiment, the model evaluation has been designed base on 10-fold cross-
validation for comparing both the accuracy (Eq.1) and standard deviation on the first VTID 
dataset. The dataset has been separated into training, validation, and test sets, containing 917, 131, 
and 262 images, respectively. Then, five types of vehicle images; sedan, pick-up, SUV, 
hatchback, and other vehicles are divided randomly into each set.   

              Accuracy =  
TP+TN

TP+TN+FP+FN
                 (1) 

 

 where 

𝑇𝑃 =  𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒;  𝐹𝑃 =  𝐹𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒; 
 

𝑇𝑁 =  𝑇𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒;  𝐹𝑁 =  𝐹𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 

 

 Then, several standard CNN architectures will be applied to perform image 
classification experiments on VTID. The overall experiments were run using Python 3.7 with 
TensorFlow and Keras library on one CPU (Intel Core i-7, 8th Gen, 4.0 GHz, Ram 8 GB). All 
training processes were trained from scratch for 20 epochs without using any pre-trained models 
to observed the real accuracy and training time of each model. 

 

 3.5.2 Experimental with the MobileNets 

 In the first part of the experiment, the test has been run only on MobileNets architecture 
but with a different value of its two hyperparameters, The Width and Resolution multipliers. The 
first results in Table 1 show the performance obtained from MobileNets with vary Width 
Multiplier on the VTID dataset. The result found that the number of width multiplier directly 
affects the accuracy performance and the size of the model. In this case, the size of the model 
decreases heavily related to the value of the width multiplier (From 16, 10, 5, and 2 MB). For this 
reason, the accuracy of vehicle type recognition is also steadily decreased from 93.40% to 
84.33%. 
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Table  1  Performance of MobileNets on different width multipliers (Fixed Resolution = 224). 
Width Multipliers Accuracy (%) Size (MB) 

1.0 93.40 16 

0.75 88.10 10 

0.5 84.33 5 

0.25 86.66 2 

 Table 2 shows the results based on another hyperparameter, the Resolution. The results 

were different from the previous one, but the best value is still the combination of 224x224 

resolution and 1.0 width multiplier. However, the size of the resolution value of the input image 

does not directly affect the size of the model as same as that happened for the width parameter. 

 

Table  2  Performance of MobileNets on different resolution multipliers (Fixed Width = 1.0). 
Resolution Accuracy (%) Size (MB) 

224 x 224 93.40 16 

192 x 192 92.54 16 

160 x 160 91.20 16 

128 x 128 90.39 16 

  The extension of the Mobinet experiment has been performed with every combination of 

these two hyperparameters. The results are presented in Table 3 confirm that the 224x224 

resolution and 1.0 width multiplier is the best combination for the MobileNets network for the 

VTID dataset. 

 

Table  3 Accuracy of MobileNets on every combination of resolution and witdh multipliers. 
Resolution Width Multipliers 

1.0 0.75 0.5 0.25 

224 x 224 93.40 88.10 84.33 86.66 

192 x 192 92.54 87.27 83.21 85.24 

160 x 160 91.20 86.66 82.67 84.33 

128 x 128 90.39 84.33 82.72 83.54 
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  The analysis of the MobileNets performance has been shown in the form of the confusion 

matrix as seen in Table 4. The highest error type of vehicle was SUV with the lowest accuracy of 

only 70.54%. The main mistake of the SUV probably because it has more similarity to the other 

three vehicle types group  The SUV has front and side shapes that are close to sedan and pick-up, 

and most of its shape (front, side, and rear shape) is quite similar to a hatchback. 

Table  4 The average confusion matrix of the MobileNets architecture. 

Actual Class 

 

Prediction Accuracy (%) 

Sedan Pick-up SUV Hatchback 
Other 

Vehicles 

Sedan 95.25 1 0.75 3 0 

Pick-up 0.21 98.33 1.46 0 0 

SUV 6.98 11.63 70.54 10.85 0 

Hatchback 9.39 1.66 1.11 87.84 0 

Other Vehicles 0 0 0 0 100 

 The examples of SUV's error are shown in Figure 32. The first row is the example of SUV 

type that has been classified to be Pick-Up (Figure 32a), then Sedan (Figure 32b), and finally 

Hatchback (Figure 32c). 

 

 

Figure  32. Examples of the wrong result of the SUV when predicting to be 
(a) Pick-up, (b) Sedan, and (c) Hatchback. 
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 3.5.3 Comparison of the MobileNets and Other CNN Architectures 

 In the second experiment, The MobileNets will be challenged to the other four 
predecessors CNN (VGG16, VGG19, Inception V3, and Inception V4) on the VTID dataset. The 
best parameter values from the previous MobileNets experiments (resolution multiplier = 224 × 
224 pixels and width multiplier = 1.0) were selected. The results are shown in Table 5. The 
results show that MobileNets architecture significantly outperforms all other four CNN methods. 

 The results in Table 5 show that MobileNets architecture significantly outperforms four 
large-scale CNN architectures (Inception V3 and V4 and Vgg16 and 19) in terms of accuracy, 
image resolution, and size of the model. To summarize the results, the accuracy of MobileNets is 
93.40% followed by Inception V4, Inception V3, VGG19, and VGG16 with accuracies of 90.36, 
88.81, 79.77, and 77.53%, respectively. The results also show that MobileNets overcame the 
performance of Inception V4 more than 3% and has the lowest uncertainty with a standard 
deviation rate of only 0.95. 

Table  5 The average recognition accuracy and the standard deviation of the CNN architectures 
computed on our vehicle type image dataset. 

Network Model Image Resolution (Pixel) Accuracy ± S.D. Size (MB) 

MobileNets 224 93.40 ± 0.95 16 

Inception V4 299 90.36 ± 1.58 163 

Inception V3 299 88.81 ± 1.80 83 

VGG19 240 79.77 ± 2.04 548 

VGG16 240 77.53 ± 2.22 527 

 

 In terms of model size, MobileNets was also the best model with the smallest size. The 
total size of the MobileNets network is only 16 MB which is ten times smaller than Inception V4 
(163 MB). Another interesting issue is that the MobileNets outperforms Inception V4 in accuracy 
even with a smaller size. However, Inception V4 needs to increase size by doubling the size of 
Inception V3 (83 MB) to obtain higher accuracy than Inception V3. 

 For the VGG networks (VGG16 and VGG19), VGG19 shows better accuracy than 
VGG16 but needs a larger network. This is the same issue with the Inception networks as 
mentioned above. However, the size of both networks is large, 548 MB for VGG19 and 527 MB 
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for VGG16, while the accuracy of VGGNet was the lowest amongst all five networks making it a 
poor choice in this problem. 

 An average runtime on five CNN networks (MobileNets, Inception V4, Inception V3, 
VGG19, and VGG16) shown in Table 6. The experiments found that MobileNets was the fastest 
model both in training time and test time with average runtime about 18.25 min on training and 
7.29 min on the testing process. The second fastest is Inception V3 with training runtime 22.40 
min and testing 10.21 min. Inception V4 is the third-place speed model with 27.53 min and 18.30 
min on training and test. Moreover, VGGNets (16 and 19) still are the poorest networks with the 
slowest runtime compare to the other three networks around 30 min both in training and test 
processing. 

Table  6  Evaluate the runtime performance of CNN networks on our dataset. 
Network Model Training Time (Min.) Test Time (Min.) 

MobileNets 18.25 7.29 

Inception V4 27.53 18.30 

Inception V3 22.40 10.21 

VGG19 37.21 29.56 

VGG16 35.38 27.22 

  

 From the result shown in Tables 5 and 6, MobileNets outperformed the other four 
networks in vehicle type recognition problem in every term (accuracy, size, and speed). 

 

 3.5.4 Experiments with Data Augmentation 

 In the third and final experiment, the performance of MobileNets and other CNN 
models will be challenged with two main proposes. First, the higher diversity of the vehicle type 
image dataset with larger data examples (VTID2) and additional data augmentation techniques. 
Second, the newer CNN models with concepts of Residual Block Connection. 

 For this section, the experiments have ran on seven image datasets that were created 
after adding the data augmentation techniques as mentioned in section 4.2 (VTID2, VTID2-Flip, 
VTID2-Shift, VTID2-Rotation, VTID2-Zoom, VTID2-Brightness, and VTID2-All) using 8 
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convolutional neural network architectures: MobileNets, Inception V3, Inception V4, ResNet50, 
Inception ResNet V2, Darknet-19, Darknet-53, and MobileNetV2 (excluding VGG16 and 
VGG19) using 10-fold cross-validation as in the previous experiment. A standard VTID2 has 
4,356 images, while the other data augmentation dataset was double the size of the first one. 
Finally, the VTID2-All combined all pictures from every data augmentation method to make the 
total number of images of 26,136 (6 times of VTID2). 

 The results of data augmentation showed some surprises in the performance of the first 
MobileNet (See Table 7). In terms of total accuracy, MobileNets outperformed the other seven 
networks in every dataset. MobileNetV2 and Darknet-53 were the closest competitors for each 
other while MobileNetV2 won 5 of 7 against the opponent. Inception Resnet V2 overcame the 
performance of both Inception V3 & V4 and ResNet50 but still followed the lead of the 
MobileNets and Darknet series. 

Table  7 The average recognition accuracy (%) using data augmentation. 
Network Model / 

Dataset 
VTID2 

VTID2 

Flip 

VTID2 

Shift 

VTID2 

Rotation 

VTID2 

Zoom 

VTID2 

Brightness 
VTID2 All 

MobileNets 94.38 95.38 94.98 93.93 94.19 95.46 93.98 

Inception V4 92.17 90.77 90.02 87.28 88.07 91.14 86.40 

Inception V3 91.37 91.45 89.49 88.06 86.83 91.01 87.95 

ResNet50 91.24 91.33 89.57 87.85 87.02 90.95 87.65 

Inception ResNet 

V2 

92.95 93.71 94.27 89.86 90.01 94.65 89.93 

Darknet-19 91.58 91.98 91.32 88.65 87.04 92.07 89.13 

Darknet-53 93.99 94.54 94.02 91.87 92.01 94.98 92.87 

MobileNetV2 93.56 94.32 94.65 92.85 92.89 95.22 93.60 

 

 For the effect of data augmentation, the best augmentation-technique was the brightness 
method. It had the highest score in 5 of 7 models excluding only Inception V3 & V4. MobileNets 
had the highest accuracy (95.46%) with data brightness. The worst method in our experiment was 
Image Rotation. It had the lowest score but also, and surprisingly the same ratio (5 of 7). 
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 Unfortunately, combining every data augmentation (VTID2-All) does not show 
significant improvement in the VTID2 dataset. The accuracy of VTID2-All was around the lowest 
score in every CNN architecture compared to using only one augmentation. 

 For the training runtime (see Table 8), the MobileNets family is still the fastest model. 
At this time, MobileNetV2 is the most active network because of its smaller size compared to its 
parent. Inception ResNet V2 is a little slower than Inception V4 but with higher accuracy. 
ResNet50 was slightly slower than Inception V3 but has a close performance on accuracy. The 
speed of Darknet-19 is near the same as MobileNets but its accuracy is different. 

 

Table  8  Evaluate the training time performance of CNN networks after data augmentation. 
Network Model VTID2 (min.) VTID2-ALL (min.) 

MobileNets 50.72 259.24 

Inception V4 81.54 453.63 

Inception V3 65.87 359.48 

ResNet50 74.21 402.56 

Inception ResNet V2 91.14 502.25 

Darknet-19 53.22 284.61 

Darknet-53 102.32 547.93 

MobileNetV2 42.18 215.26 

  

 Finally, the new confusion matrix for the VTID2 dataset and Brightness augmentation 
(Table 9) shows the impressive improvement of each vehicle classification rate. Especially, on 
SUV and Hatchback. The accuracy of SUV rises from 70.54% to 88.23% and for Hatchback is 
increase from 87.84% to 92.07%. It confirms that increasing the size of the image dataset and 
using data augmentations techniques can help to improve the overall performance of image 
classification. 
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Table  9 The new confusion matrix of VTID2 with MobileNets architecture and Brightness 
augmentation. 

Actual Class 

 

Prediction Accuracy (%) 

Sedan Pick-up SUV Hatchback 
Others 

Vehicle 

Sedan 96.75 0.8 0.5 1.95 0 

Pick-up 0.18 98.39 1.43 0 0 

SUV 2.95 4.85 88.23 3.97 0 

Hatchback 5.81 1.47 0.65 92.07 0 

Others Vehicle 0 0 0 0 100 

 

3.6 Discussion 
 The results from the previous section show the outstanding performance of MobileNets 
in these vehicle type recognition experiments. This model has received the highest accuracy in 
both datasets (VTID and VTID2) and also requires the least training time to create a model. 

 However, to compare the real accuracy and runtime of each CNN model. The 
researchers decided to run the experiment by training each model from the scratch without bias 
from the pre-trained parameters and train only 20 epochs to compare its speed. These might be 
the issues to study further if the pre-trained values or longer training process will affect the result. 

 

3.7 Conclusion 
 In this chapter, the experiments on applying deep learning models for solving the issues 
of vehicle type image recognition have been performed. Ten convolutional neural networks 
(CNNs) had been chosen to use in this chapter (MobileNets, VGG16&19, Inception V3, Inception 
V4, ResNet50, Inception ResNet V2, Darknet-19, Darknet-53, and MobileNetV2) to compare the 
performance of each architecture. 

 The results found that MobileNets is the best method to deal with this vehicle type 
recognition problem all in terms of speed, accuracy, and size. The accuracy of MobileNets is the 
best, the model size is the smallest, and its runtime is the fastest compared to the other 
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architectures. Considering that MobileNets is the best, fastest, and smallest size made it suitable 
to be used in every computing platform, including mobile devices with having a slower speed and 
smaller memory. 

 Additionally, the SUV vehicle type is the worst model to classify because of the 
similarity in its shape compared to other vehicle types, including Pick-up and Hatchback. 
Incidentally, this might be affected by the unbalanced amount of each image class in the training 
data. It requires the further work to create a new unbiased dataset with a larger size and the same 
number of images in every vehicle type. 

 Another interesting result is MobileNets' parameter-tuning. It found that both width 
multiplier and resolution multiplier did not improve the chances to defeat this problem. These two 
parameters can help to reduce the MobileNets size, but do not enhance accuracy. 

 Moreover, with data augmentation, the result found that MobileNets still wins against 
other CNNs in every single augmentation technique. The best augmentation method found in our 
research was Image Brightness. The combination of our second dataset (VTID2), brightness 
augmentation, and MobileNets V1 helped reach the highest accuracy (95.46%). 

   For future work, it is interesting to add some improvement inside the architecture of 
MobileNets (or other models) to increase the accuracy rate and reduce its runtime when dealing 
with another larger dataset. 
 
 



 

 

 

CHAPTER VI  

ENSEMBLE MULTIPLE CNNs METHODS WITH PARTIAL 

TRAINING SET FOR VEHICLE IMAGE CLASSIFICATION 

 

Convolutional neural networks (CNNs) are now the state-of-the-art method for several 

types of image recognition. One challenging problem is vehicle image classification. However, 

applying only a single CNNs model is limited due to the weakness of each model. This problem 

can be solved using the ensemble method. Using the power of multiple CNNs together helps 

increase the final output accuracy but is very time-consuming. This chapter introduced the new 

"Ensemble Multiple CNNs methods with Partial Training Set” method. This method combines the 

advantages of the ensemble technique to increase the recognition accuracy and uses the idea of a 

"Partial Training Set" to decrease the time of the training process. Its performance help to 

decrease by more than 60% of the time-consuming process but it is still able to maintain a high 

accuracy score as 96.01% compared to the full ensemble technique. These properties make it a 

good choice to compete with other single CNNs models.   

 

4.1 Introduction 
 Vehicle image classification is an important issue in the world of computer vision. A 

benefit from understanding information about each vehicle is that it is possible to solve problems 

in intelligent transport and security systems. For example, controlling the traffic, detecting a 

specific car, tracking the movement of vehicles, or eventually guiding a self-driving car on the 

road. This issue can be separated into many problems due to the complex features of vehicle 

images such as vehicle type, vehicle shape, vehicle color, vehicle model, vehicle make (logo), and 

vehicle size. 
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 Many algorithms have been chosen to solve these problems. One modern state-of-the-

art method is convolution neural networks (CNNs), the complex machine learning model based 

on a deep neural network. Several successful CNNs models have been introduced since the 2010s. 

For example, AlexNet (Krizhevsky et al., 2012), VGGNet (Simonyan and Zisserman, 2014), 

GoogLeNet Inception (Szegedy et al., 2015), ResNet (He et al., 2016), and MobileNets (Howard 

et al., 2017). Each model had its advantages and effects on many kinds of image recognition 

problems. 

 However, even though the performance of CNNs is quite acceptable for image 

recognition tasks but some problems remain and are described below. The first problem is 

choosing the best model for the dataset. Selecting only a single CNNs model that runs strongly on 

each dataset is uncertain. Some datasets probably have more effect on the complex models while 

others operate properly on simple models. These are challenging. Finding a good match between 

model and data requires a lot of experiments to be performed. This problem inspired the idea of 

using multiple models at the same time to help fix the weak point of each model in the prediction. 

A uniquely effective idea is the ensemble method. This method can use multiple learning models 

to run the prediction separately at the same time and then combine the result from a different 

model or different data to help predict a more accurate and more solid results (Re & Valentini, 

2012).  

 The second problem is the cost of the time taken. CNNs usually require a massive size 

of training dataset and a very long time to train the model. These problems are tough for the 

simple CNNs model and even worse for the ensemble method because their use of multiple CNNs 

together on the full size of the training dataset requires exponential amounts of time in the 

training process. This chapter proposed a solution for this issue by using only some parts of the 

training set, which were called the partial training set, for each CNNs instead of the complete set. 

This chapter intended to show the performance of the ensemble method with multiple CNNs 

models for vehicle image classification. 
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4.2 Materials and Methods 
 4.2.1 CNNs 

 CNNs are the modern algorithm for image recognition that found success, starting in 

the 2010s. For example, AlexNet, VGGNet, GoogLeNet or Inception, ResNet, and MobileNets. 

Each model had a different structure, size, and performance on the image classification problem. 

This research chose five recently state-of-the-art models to perform the experiment with the 

ensemble method. 

 1) MobileNets 

 MobileNets is a tiny CNN model (4.2 M parameters) using the concept of depthwise 
and pointwise separable convolution to reduce the model size to be suitable for a mobile platform 
(Howard et al., 2017). The second-generation (MobileNets V2) followed in 2018 (Sandler et al., 
2018) and was somewhat smaller than the previous one (3.4 M parameters). Both models were 
good in terms of accuracy and speed. 

 2) GoogLeNet 

 GoogLeNet or Inception was created by Christian Szegedy in 2014. The recently stable 
version was V3 and V4 (Szegedy et al., 2016 and 2017). This model could be considered as a 
medium-size CNNs method with 24 M parameters, which was a lot smaller, compared to 
AlexNet, but with higher performance. GoogLeNet was one of the standard models used in image 
recognition tasks (Szegedy et al., 2015). 

 3) ResNet50 

 ResNet was introduced by Kaiming He in 2016, choosing the residual learning block as 
its core structure (He et al., 2016). This chapter chose this model for the experiment as another 
medium-size CNNs example. 

 These three methods found success in several vehicle image recognition approaches. 
For example, Špaňhel applied MobileNets and Resnet50 in vehicle type and color recognition, 
which improved the accuracy of low-power devices (Špaňhel et al., 2018). Puarungroj studied 
the performance of Inception-V3 and performed experiments on vehicle license plate images 
(Puarungroj & Boonsirisumpun, 2018). Thomas used the combination of Inception and Resnet 
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model for the recognition on moving vehicle (Thomas et al., 2020), while Goh implemented the 
transfer learning MobileNets and achieved higher accuracy and low latency on a real-time vehicle 
dataset from a video surveillance system (Goh, 2021). 

 

 4.2.2 Ensemble Multiple CNNs Methods 

 Ensemble methods are learning algorithms that combine a set of model classifiers and 

then take the vote or weight summary of their predictions to make a final answer (Polikar, 2012). 

The original technique used was Bayesian averaging (Dietterich, 2000). Ensemble methods can 

be used to connect different kinds of model predictors, such as binary tree, support vector 

machine, and neural network. Each model predicted its own result and then used several ways to 

combine their prediction. The examples of the combination technique are techniques such as 

majority voting (Raza, 2019), weight average (Dogan & Birant, 2019) and unweighted average 

(Sewell, 2011). This research proposed using the two simplest ensemble techniques, the 

unweighted average method and the majority vote method, with several CNNs classifiers.   

 1) Unweighted average method 

 The unweighted average method is the ensemble method that computes the final 
prediction of multiple CNNs models by summarizing the probabilities of all models and then 
dividing that by the number of the models (averaged probability). This method gave the final 
prediction from the highest probability answer as a result, which can be defined by equation (1): 

�̂�𝑖 =
1

𝑛
∑ 𝑦𝑖

𝑛
𝑖=1                                                                                        (1) 

 where 𝑦𝑖 is the output probabilities of each CNNs model and 𝑛 is the number of the 
models. 

 2) Majority vote method 

 The majority vote method is the simple ensemble method that computes the final 
prediction of multiple CNNs models by directly counting the result of each model using the 
argmax function. Then the maximum vote was decided which can be defined by equation (2): 

�̂�𝑖 =
1

𝑛
∑ 𝑎𝑟𝑔𝑚𝑎𝑥(𝑦𝑖)

𝑛
𝑖=1                                                        (2) 
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 where 𝑦𝑖 is the output probabilities of each CNNs model and 𝑛 is the number of the 
models. 

 4.2.3 Ensemble Multiple CNNs Methods 

 Ensemble multiple CNNs methods were effective ways to summarize the prediction 

from many CNNs classifiers. They gave higher accuracy of prediction but unfortunately, were 

compromised by having much longer training times. Because of using more than one classifier, 

each CNNs needed to be trained separately with a full-size training dataset. 

 4.2.4 Dataset 

 These experiments used two types of vehicle image datasets to perform experiments, 

revealing the effect of the proposed method on vehicle image classification. The first one was the 

vehicle type image dataset (VTID) and the second was the vehicle make image dataset (VMID). 

Both datasets have been collected from the video surveillance system of Loei Rajabhat University 

in Loei province, Thailand. 

 1) Vehicle Type 

 A vehicle type is the description of the vehicle category that helps define the terms for 

classifying cars or other types of vehicles. In this research, we focused on five types of mainly 

personal vehicles in Thailand (Figure 33): 

 

Figure  33. Five types of mainly personal vehicle in Thailand, (a) sedan, (b) hatchback, (c) sport 
utility vehicle (SUV), (d) pick-up, and (e) van 
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 2) Vehicle Make 

 The vehicle’s make is the brand of the vehicle and mostly the name of the company 

manufacturing the vehicle. People easily recognize the vehicle by seeing the logo because of its 

unique design and is familiar to most people (Figure 34). This can help a machine do the same 

thing. By locating and recognizing the vehicle logo, it is possible for a computer system to 

classify the vehicle make by analyzing the differences in each logo and figuring out how to 

categorize them. 

 

Figure  34. Example of the vehicle logo in Thailand 
 

 The first dataset, VTID was a collection of five types of popular vehicles as described 

above. There were two versions of this dataset, VTID1 and VTID2. VTID1 was the smaller set 

consisting of 1,310 sample images. VTID2 was larger with a total of 4,356 images 

(Boonsirisumpun and Surinta, 2022). This chapter used only VTID2 for the experiment (Figure 

35a). 

 The second dataset, VMID, was the collection of eleven vehicle logos in Thailand 

(Benz, Chevrolet, Ford, Honda, Isuzu, Mazda, MG, Mitsubishi, Nissan, Suzuki, and Toyota). The 

total number of images was 2,072 (Figure 35b). 
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Figure  35. Example of (a) VTID2 and (b) VMID datasets 
 

 4.2.5 Experimental 

 The study of the effect of ensemble multiple CNNs methods with a partial training set 

for vehicle image classification in this research was separated into three steps. The first 

experiment was the performance of a single CNNs model on the full VTID2 and VMID datasets. 

The second was the ensemble of five CNNs models on the full VTID2 and VMID datasets. The 

last one was the ensemble of five CNNs models on partial VTID2 and VMID datasets. 

 1) Single CNNs model on full training set 

 The first experiment was designed to collect the initial performance of each CNNs on 
the dataset. By using every single CNNs model from the five chosen models (MobileNets V1, 
MobileNets V2, Inception V3, Inception V4, ResNet50) on the full-size training dataset with no 
ensemble technique. A 10-fold cross-validation was used to average the accuracy of the 
preprocessing. The experiments were run using Python 3.7.3 on an Intel Core i-7, 8th Gen, 4.0 
GHz, Ram 8GB. The training method used the train from scratch for 50 epochs to compare with 
last year’s experiment (20 epochs). (Figure 36). 

 



 

 

  55 

 

Figure  36. Processes of the first experiment 
 

 2) Ensemble multiple CNNs model on full training set 

 The second experiment was designed to study the effect of the ensemble technique on 

vehicle image classification. By using the same 10-fold cross-validation training dataset from the 

previous experiment, it replaced the single CNNs classifier using the ensemble of five CNNs 

models prediction together (MobileNets V1, MobileNets V2, Inception V3, Inception V4, and 

ResNet50). The combination of the output used both techniques from the ensemble method 

described in section 2, the unweighted average and majority vote. The experimental results 

recorded both the accuracy and time consumption to compare with the other experiments (Figure 

37). 

 

Figure  37. Processes of the second experiment 
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 3) Ensemble multiple CNNs model on partial training set 

 The final experiment was designed to study the effect of the partial training dataset on 
the ensemble methods. By randomly selecting some sliced parts of the training set for each CNNs 
model. The size of the partial training set was chosen from three parameters (1/2, 1/3, and 1/5 of 
the full size). Five CNNs models from the previous experiments were also used. The unweighted 
average and majority vote were still performed. The experimental results recorded both the 
accuracy and time consumption as in the last experiment (Figure 38). 

 

Figure  38. Processes of the third experiment 
 

4.3 Results and Discussion 
 The results of the first experiment are shown in Table 10. These experiments were run 
using five CNNs models with two different epochs (20 and 50). The result showed that in 20 
epochs, the performance of MobileNets V1 was close to that of Inception V3 with MobileNets V1 
having the highest accuracy on VTID2 but Inception V3 was better on VMID. However, in 50 
epochs, the inception V3 was overcome on both datasets. It could be concluded that the smaller 
model like MobileNets learned faster than the other when using fewer epochs. But with more 
epochs, the larger model could find the output better. 

 The training runtime of the first experiment is shown in Table 11. MobileNets V2 
showed the advantages of the smallest model both in two datasets and a different number of 
epochs (20 and 50). The best result was on the VMID dataset, with only 18.57 minutes to finish 
the training process in 20 epochs. For VTID2, it seemed like the runtime was double, like the size 
of VTID2, which is twice the size of VMID. It could probably be concluded that the training time 
was increased following the ratio of increasing data and epochs. 
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Table  10 The accuracy of single CNNs method. 
Network model/dataset VTID2 

(20 epochs) 

VTID2 

(50 epochs) 

VMID 

(20 epochs) 

VMID 

(50 epochs) 

MobileNets V1 94.38 94.74 90.57 91.83 

MobileNet V2 93.56 93.72 89.61 90.17 

Inception V3 91.37 95.61 90.83 92.22 

Inception V4 92.17 94.38 89.82 90.17 

ResNet50 91.24 92.03 88.60 89.55 

 

Table  11 The training runtime (min) of single CNNs method. 
Network model/training time  VTID2 

(20 epochs) 

VTID2 

(50 epochs) 

VMID 

(20 epochs) 

VMID 

(50 epochs) 

MobileNets V1 50.72 128.32 22.14 63.96 

MobileNet V2 42.18 106.54 18.57 52.63 

Inception V3 65.87 167.78 32.15 84.70 

Inception V4 81.54 208.10 43.24 112.56 

ResNet50 74.21 191.23 36.52 103.28 

 

 The results of the second experiment are shown in Table 12. These experiments were 
challenged by the ensemble of five CNNs models in three different ways (ensemble of five 
MobileNet V1, ensemble of five Inception V3, and ensemble of the different five CNNs) using 50 
epochs both in the unweighted average method and majority vote method. The results showed 
that the ensemble of the different five CNNs had the highest accuracy both in VTID2 and VMID, 
in which the unweighted was better than the majority vote. It could be concluded that the 
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combination of different models could help to cover the weaknesses of other models better than 
using the same model five times. 

Table  12 The accuracy of ensemble multiple CNNs method on full training set. 

Ensemble multiple model/ 

dataset 

Full VTID2 (50 epochs) Full VMID (50 epochs) 

Unweighted 

average 

Majority 

vote 

Unweighted 

average 

Majority 

vote 

5 MobileNets V1 95.33 94.98 92.37 91.83 

5 Inception V3 96.01 95.93 92.89 92.54 

5 models combination 96.15 95.89 93.11 92.89 

 

 The training runtime of the second experiment is shown in Table 13. The ensemble of 
five MobileNets V1 showed the fastest training speed in both of the two datasets. The five models 
in combination were slightly faster than five Inception V3 but, unfortunately, all three ensembles 
were much slower than the single CNNs methods. It could be concluded that the good accuracy of 
the ensemble method required a very long time in the training process. 

Table  13 The training runtime (min) of ensemble multiple CNNs method on full training set. 
Ensemble multiple model/training time  Full VTID2 

(50 epochs) 

Full VMID 

(50 epochs) 

 5 MobileNets V1 650.15 320.75 

5 Inception V3 864.76 433.25 

5 models combination 803.13 420.56 

 

 The results of the third experiment are shown in Table 14. These experiments were 
focused on the effect of the partial training set technique on the ensemble method. The results 
showed that when reducing the size of the training set, the accuracy was decreased but was still 
better than the single CNNs. The accuracy of the 1/2 and 1/3 partial training sets was higher than 
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the highest score on the single CNNs model (Inception V3). It could be concluded that the 
decreasing of the training set was effect to the accuracy but the power of ensemble different 
CNNs models helped keep the total accuracy of the combination better than most single CNNs. 

Table  14 The accuracy of ensemble multiple CNNs methods on the partial training set. 

Ensemble multiple model/size of 

partial training set 

Partial VTID2 (50 epochs) Partial VMID (50 epochs) 

Unweighted 

average 

Majority 

vote 

Unweighted 

average 

Majority 

vote 

1/2 partial+5 models combination 96.01 95.74 92.94 91.83 

1/3 partial+5 models combination 95.85 95.93 92.03 91.65 

1/5 partial+5 models combination 95.57 95.01 91.42 90.94 

 

 The training runtime of the third experiment is shown in Table 15. The effect of 
reducing the training data was obviously less time-consuming. The best size to choose for 
increasing the speed was a 1/5 partial training set. The overall time could be compared to every 
single CNNs method and the accuracy of partial training can still be acceptable and higher than 
single CNNs. 

Table  15 The training runtime (min) of ensemble multiple CNNs methods on the full training set. 

Ensemble multiple model+size of partial training set/ training time 
Full VTID2 

(50 epochs) 

Full VMID 

(50 epochs) 

1/2 partial+5 models combination 402.87 214.88 

1/3 partial+5 models combination 276.17 142.67 

1/5 partial+5 models combination 172.33 86.74 

 

 These experiments showed the effectiveness of ensemble multiple CNNs methods 
compared to a single model on vehicle type and vehicle make image recognition. By using five 
CNNs models that work together at the same time, the ensemble methods increased the 
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recognition accuracy of both methods but compensated with exponential runtime. To fix the 
problem of time, the experiment was redesigned using a smaller piece (partial) of the training set 
instead, and achieved success in solving this time problem while keeping the high accuracy 
compared to using the full dataset. 

 

4.3 Conclusion 
 In this chapter, the researchers proposed a new method, called ensemble multiple CNNs 
methods with partial training set, for vehicle image classification. By using the concept of 
ensemble method on a multiple CNNs model, and the idea of randomly slicing a small part of the 
training set to do a partial training instead of full training is able to reduce the runtime. The 
experimental results had satisfying outcomes. The ensembles of five CNNs models help to 
increase the accuracy of vehicle type and vehicle make (logo) image recognition. The precision of 
model prediction was improved in every combination and succeeded the previous model using 
only a single CNNs. The concept of the partial training set was suitable to solve the ensemble 
runtime problem. Slicing the part of the training set helped to decrease more than 60% of the 
completed ensemble process, but was also able to keep better accuracy than a single model. 

 For future work, this new method requires more experiments with other types of 
problems and a different dataset to ensure its performance. All hyper-parameters need to perform 
analysis. For example, the number of model combinations can probably be selected from the 
confidence value of each model instead of a fixed number. Additionally, the size of each partial 
training set can be weighted based on the performance of every single model instead of choosing 
the same size. A better fine-tuning parameter will help lead to better performance of the future 
method. 



 

 

 

CHAPTER V 

HYBRID GAN-YOLO: A SUPER-RESOLUTION MODEL FOR 

THAI LICENSE PLATE RECOGNITION 

 
These are some problems to extract the information from Thai license plate character. 

One is the low quality of the image i.e., the noise or the camera performance. In general, Thai 
license plate has two rows of information. First row is a set of Thai alphabets follow by three or 
four Arabic numbers in large size. Second row is a Thai province name issued a plate in small 
size. However, some characters are difficult to identify with the low-resolution images. This 
research proposes a method to transform these images to a new higher resolution until there are 
capable to capture these characters call a “Hybrid GAN-YOLO”. By combination three steps: 
Image Preprocessing, Super-Resolution generative adversarial network and YOLO network for 
object detection. Two image preprocessing (Warp Transform, Black&White), two GAN 
architectures (SRGAN and ESRGAN) and two YOLO networks (YOLOv5, YOLOv7) were used 
in this experiment. The experiment had performed with a real-environment Thai license plate 
image dataset call “Vehicle License Plate Dataset (VLID)” included both of high-quality license 
plate images and low-resolution images. The result showed that the hybrid of WarpTransform-
ESRGAN-YOLOv7 outperformed others combination with the highest accuracy as 93.20%. 
 

5.1 Introduction 
 License plate recognition is an important task in the field of computer vision and pattern 
recognition. It involves the identification and extraction of information from license plates in 
images or videos. License plate recognition systems are widely used for various applications such 
as traffic monitoring, toll collection, and law enforcement. However, the quality of license plate 
images can be a challenge for accurate recognition. This is particularly true for Thai license 
plates, which have two rows of information, including Thai alphabets, Arabic numbers, and a 
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province name, with some characters difficult to identify with low-resolution images (See Figure 
39).  

 

Figure  39. Example of Thai license plate in low-resolution images. 
 

To address these challenges, researchers have proposed various techniques such as 
feature extraction, pattern recognition, and deep learning-based methods. For example, 
Subhadhira using extreme learning machines (ELM) to conducted on Thai license plate images 
and the results showed an accuracy of 89.05% (Subhadhira et al., 2014), Kraisin and 
Kaothanthong proposed a method that combined histogram of oriented gradients (HOG) and 
extreme learning machine on a dataset of low-resolution province name images with the results 
achieved 90% accuracy (Kraisin & Kaothanthong, 2018), Rattanawong presented a Thailand 
license plate detection and recognition system that consists of two stages: license plate detection 
using the YOLOv3 model and license plate character recognition using a convolutional neural 
network (CNN) model. The experiment showed that their proposed system achieved an accuracy 
of 89.08% (Rattanawong et al., 2021). Thumthong proposed an automatic detection and 
recognition system for Thai vehicle license plates from CCTV images using the YOLOv4 object 
detection model for license plate detection and a CNN model for license plate character 
recognition. The results showed that the number recognition reach an accuracy of 94.20%, while 
the character recognition has an accuracy of 75.46% (Thumthong et al., 2021). 

 
In this chapter, we propose a hybrid model that combines GAN and YOLO network to 

improve the recognition accuracy of Thai license plates with the addition of Image Preprocessing 
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part. The proposed model, called Hybrid GAN-YOLO, aims to transform low-resolution images 
of Thai license plates to a new higher resolution until they are capable of capturing all characters. 
Specifically, two image preprocessings, two GAN architectures (SRGAN and ESRGAN), and 
two YOLO networks (YOLOv5 and YOLOv7), were used in the experiment. We evaluated the 
performance of the proposed method using a real-environment Thai license plate image dataset 
called “Vehicle License Plate Dataset (VLID)”, which included both high-quality license plate 
images and low-resolution images. 

 
The results of the experiment showed that the hybrid of WarpTransform-ESRGAN-

YOLOv7 outperformed other combinations with the highest accuracy of 93.20%. This indicates 
that the proposed Hybrid GAN-YOLO model is an effective approach for improving the 
recognition accuracy of Thai license plates. The rest of this chapter is organized as follows. In 
Section 5.2, we review related works in the field of license plate recognition. Section 5.3 
describes the proposed Hybrid GAN-YOLO model in detail. Section 5.4 presents the 
experimental setup and evaluation matrices. Section 5.4 for results and discussion. And finally, 
Section 5.5 concludes the chapter and discusses future research directions. 
 

5.2 Related Works 
 
 5.2.1 SRGAN 

SRGAN, or Super-Resolution Generative Adversarial Network, is a type of deep neural 
network used for single-image super-resolution, which is the task of increasing the resolution of a 
low-resolution image to produce a high-resolution version. The network consists of two main 
components: a generator network and a discriminator network. The generator network takes a 
low-resolution image as input and tries to generate a high-resolution version of the same image 
that resembles the original high-resolution image. The discriminator network, on the other hand, 
takes a high-resolution image as input and tries to distinguish between the real high-resolution 
image and the generated high-resolution image produced by the generator network. 

Both networks are trained together in an adversarial manner, where the generator tries to 
fool the discriminator into thinking that its generated high-resolution image is real, and the 
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discriminator tries to correctly classify the real and generated high-resolution images. This results 
in a feedback loop, where the generator gets better at generating high-resolution images that look 
more like the original high-resolution images, and the discriminator gets better at distinguishing 
between real and generated high-resolution images (Ledig et al., 2017). 

In this way, SRGANs are able to generate high-resolution images that are not only 
visually similar to the original high-resolution images but also contain rich details and textures. 
They have been widely used in various computer vision applications, such as image restoration, 
image synthesis, and others. 
 
 5.2.2 ESRGAN 

ESRGAN, or Enhanced Super-Resolution Generative Adversarial Network, is a more 
advanced version of the SRGAN architecture. It is a type of deep neural network that aims to 
generate high-resolution images from low-resolution inputs with improved visual quality. 
ESRGAN builds upon the basic SRGAN architecture and incorporates several improvements to 
address some of the limitations of SRGAN. For example, ESRGAN uses a more complex 
generator network architecture that incorporates residual blocks and dense blocks, which help to 
capture fine details and textures in the high-resolution images. Additionally, ESRGAN uses a 
perceptual loss function that takes into account the high-level features of the high-resolution 
images, as well as the pixel-wise differences between the real and generated high-resolution 
images. 

In terms of results, ESRGAN has been shown to produce high-resolution images with 
improved visual quality compared to SRGAN, including sharper edges, clearer textures, and more 
natural-looking results. It has been widely used in various computer vision applications, such as 
image super-resolution, image restoration, and others (Wang et al., 2018). 

In general, ESRGAN is considered to be a more advanced and improved version of 
SRGAN, and it has been shown to produce high-resolution images with better visual quality 
compared to SRGAN. However, whether ESRGAN is better than SRGAN ultimately depends on 
the specific use case and the desired outcome. For some tasks, the improvements in visual quality 
provided by ESRGAN may not be necessary or relevant. In such cases, the simpler and more 
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computationally efficient SRGAN may be a better choice. On the other hand, for tasks where 
high-quality and visually appealing results are important, ESRGAN may be the better choice. 

 
5.2.3 YOLO v5 
YOLO v5 is the fifth iteration of the YOLO architecture series developed by Ultralytics 

and released in 2020. This network model exhibits high detection accuracy and fast inference 
speed, achieving the fastest detection speed of up to 140 frames per second. Moreover, the 
YOLOv5 target detection network model boasts a small weight file size, which is approximately 
90% smaller than the predecessors. This characteristic renders the YOLO v5 model suitable for 
deployment to embedded devices to facilitate real-time detection. Accordingly, the YOLO v5 
network presents a host of advantages, such as its high detection accuracy, lightweight profile, 
and fast detection speed. (Jocher et al., 2021) 
 

5.2.4 YOLO v7 
Chien-Yao Wang released YOLOv7 in 2022. This network featuring enhanced detection 

speed and accuracy compared to its predecessors. Specifically, the network's architecture 
introduces E-ELAN, which utilizes expand, shuffle, merge cardinality to augment the network's 
learning ability continually while preserving the original gradient path. E-ELAN guides different 
groups of computational blocks to learn diverse features. Additionally, the network proposes a 
compound model scaling method that maintains the optimal structure and properties that the 
model had at its initial design. 

 
In summary, the YOLOv7 network presents significant advancements in detection speed 

and accuracy through its novel E-ELAN architecture and compound model scaling method. 
Furthermore, the network optimization strategy introduces improvements in model re-
parameterization and dynamic label assignment, enabling the network to achieve greater 
efficiency and effectiveness in object detection (Wang et al., 2023). 
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5.3 Hybrid GAN-YOLO for Thai License Plate Recognition 
 In this chapter, we propose a hybrid model that combines two deep learning 
architectures, GAN and YOLO, to address the problem of Thai vehicle license plate detection. 
The structure of this hybrid model can be seen in Figure 40. 
 

 

Figure  40. Structure of the hybrid GAN-YOLO. 
 
 The proposed hybrid structure begins with an input image, which is processed using an 
image preprocessing layer that includes warp and black-and-white transforms. The resulting 
image is then passed through a generative adversarial network (GAN) that uses deep neural 
networks to produce a high-resolution image. The high-resolution image is then passed through a 
YOLO architecture, which is used to detect the position of the characters and perform number and 
character recognition.  

 
The use of GANs in image super-resolution has been shown to produce high-quality 

images that can improve the accuracy of object detection. By generating a high-resolution image, 
the proposed hybrid structure can improve the performance of the subsequent YOLO architecture 
in recognizing the characters on the license plate. The YOLO architecture is known for its ability 
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to perform real-time object detection with high accuracy, which makes it well-suited for the 
license plate recognition problem. 

 
The proposed hybrid GAN-YOLO structure is designed to take advantage of the benefits 

of both GAN and YOLO architectures. By combining these architectures, we aim to improve the 
accuracy of Thai license plate recognition. The warp and black-and-white transforms are used as 
image preprocessing techniques to improve the quality of the input image, while the GAN 
architecture is used to enhance the resolution of the image. The YOLO architecture is then used to 
accurately detect the position of the license plate characters and perform recognition. Overall, the 
proposed hybrid structure has the potential to improve the accuracy and efficiency of license plate 
recognition, which could have important applications in law enforcement and transportation 
management. 

 

5.4 Experimental Setup and Evaluation Metrices 
 5.4.1 Dataset 
 To perform experiments in this study, the Thai Vehicle License plate Image Dataset 
(VLID) was used. The dataset was collected from the video surveillance system of Loei Rajabhat 
University in Loei province, Thailand. It contains two types of images, Hi-res and Lo-res, with 
different resolutions. The Hi-res type consists of 1,680 images that were used for training in the 
character detection process, while the Lo-res type consists of 1,991 images that were used for 
testing input in the super-resolution process. 
 

The VLID was chosen as it is a suitable dataset for evaluating the performance of our 
proposed hybrid GAN-YOLO structure. The dataset contains a variety of Thai vehicle license 
plates with different sizes, colors, and font types, making it a challenging dataset for license plate 
recognition. By using this dataset, we aim to demonstrate the effectiveness of our hybrid model in 
accurately detecting the license plate characters. 

 
The Hi-res images were used to train the character detection process, as they have a 

higher resolution that allows for more accurate character localization. On the other hand, the Lo-
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res images were used as input for the super-resolution process, as they have a lower resolution 
that requires the use of a super-resolution algorithm to increase the image quality (See Figure 41). 
By using these two types of images, we aim to evaluate the performance of our hybrid model in 
both the character detection and super-resolution processes. 
 

 

Figure  41. Example images of VLID. a) Hi-res, b) Lo-res.  
 

 

Figure  42. Thai alphabet Labeling.  
 

For the class labels, this research labeled the group of Thai character in vehicle license 
plate into 3 parts. First, there are 44 Thai alphabet characters were labeled for class A1 – A44 
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(See Figure 42). Second, 32 Thai province names that found in the license plate dataset were 
labels for abbreviation version of their name (See Figure 43). Finally, the 10 classes of Arabic 
number were labels in class N0 – N9 (See Figure 44). 
 

 

Figure  43. Thai province name Labeling.  
 

 

Figure  44. Arabic number Labeling.  
 

In summary, the Thai Vehicle License plate Image Dataset (VLID) was used to evaluate 
the performance of our proposed hybrid GAN-YOLO structure. The dataset contains two types of 
images, Hi-res and Lo-res, which were used for training and testing in the character detection and 
super-resolution processes, respectively. The use of this dataset allowed us to demonstrate the 
effectiveness of our hybrid model in accurately detecting license plate characters and improving 
the image quality of low-resolution images. 
 
 5.4.2 GAN-YOLO Model Selection 
 The model selection for our proposed technique involved the consideration of two 
Generative Adversarial Network (GAN) architectures for the super-resolution process: SRGAN 
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and ESRGAN, and two You Only Look Once (YOLO) architectures, YOLOv5 and YOLOv7, for 
the character detection process. In total, our proposed technique includes four different 
combinations of GAN-YOLO models: SRGAN-YOLOv5, SRGAN-YOLOv7, ESRGAN-
YOLOv5, and ESRGAN-YOLOv7, which were evaluated using the Thai Vehicle License Plate 
Image Dataset (VLID) as described in previous section. The selection of GAN-YOLO models 
was made based on their performance in the two individual processes as well as their combination 
performance. 
 
 5.4.2 Evaluation Metrices 
 In this research, we evaluated the performance of our proposed hybrid GAN-YOLO 
models using two commonly used evaluation metrics: Accuracy and Mean Average Precision 
(mAP). Accuracy is a standard metric for measuring the correctness of classification models, 
which indicates the percentage of correctly classified samples out of the total samples. In the 
context of our problem, it measures the percentage of correctly detected license plates. 
 

On the other hand, mAP is a widely used metric for evaluating object detection models, 
which measures the accuracy and precision of the model in detecting and localizing objects in the 
image. In particular, mAP computes the area under the precision-recall curve, which is a plot of 
the true positive rate against the false positive rate at various thresholds. A higher mAP score 
indicates better performance in detecting and localizing objects. 
 

To evaluate the performance of the proposed models, each model was trained and tested 
on the Thai vehicle license plate image dataset (VLID), and their accuracy and mean average 
precision (mAP) scores were measured. Various combinations of GAN-YOLO models, including 
SRGAN-YOLOv5, SRGAN-YOLOv7, ESRGAN-YOLOv5, and ESRGAN-YOLOv7, were 
compared in terms of their effectiveness. The experiments were conducted in Python 3.8 using the 
TensorFlow and Keras libraries, running on a Google Colab GPUs. The experimental results 
provide valuable insights into the effectiveness of each combination of GAN-YOLO models in 
addressing the problem of Thai license plate recognition. 
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5.5 Results and Discussion 
 In this section, we present the results of our proposed hybrid GAN-YOLO models using 
different combinations of GAN and YOLO architectures on the Thai vehicle license plate 
recognition problem. We evaluated the performance of our models based on two widely used 
evaluation metrics, accuracy, and mean average precision (mAP). 

As shown in table 16, we achieved high accuracy and mAP for all of our proposed 
models, but the results varied depending on the combination of GAN and YOLO architecture 
used. Among the four different combinations, the WarpTransform-ESRGAN-YOLOv7 model 
achieved the best results, with an accuracy of 93.20% and a mAP of 0.589. 

 
Table  16 The evaluation metrices of the Hybrid GAN-YOLO. 

Image Preprocessing GAN-YOLO Model 

Combination 
Accuracy mAP 

Original Image SRGAN-YOLOv5 89.98 0.561 
SRGAN-YOLOv7 91.90 0.581 

ESRGAN-YOLOv5 91.54 0.576 
ESRGAN-YOLOv7 92.61 0.587 

Original Image  

+ 

Warp Transforming 

SRGAN-YOLOv5 90.39 0.561 
SRGAN-YOLOv7 91.37 0.575 

ESRGAN-YOLOv5 92.11 0.582 
ESRGAN-YOLOv7 93.20 0.589 

Original Image  

+ 

Warp Transforming 

+ 

Black & White 

SRGAN-YOLOv5 89.38 0.558 
SRGAN-YOLOv7 90.84 0.569 

ESRGAN-YOLOv5 91.06 0.573 
ESRGAN-YOLOv7 90.93 0.569 

 
 Figure 45 illustrates a selection of output images obtained from processing a low-
resolution input image through an image preprocessing stage consisting of both warp 
transformation and black and white conversion, followed by super resolution processing via a 
GAN network. These images were subsequently subjected to character detection using the Yolo 
network. Our analysis of the results indicates that the use of warp transformation preprocessing 
leads to improved performance of the GAN-YOLO system. However, we observed that applying 



 

 

  72 

the black and white preprocessing step resulted in the removal of data from the last line of the 
license plate, specifically the province name. 
 

 

Figure  45. Result of Hybrid GAN-YOLO.  
 

The results suggest that the use of Warp Transform with ESRGAN and YOLOv7 
architectures in combination provides the best solution for the Thai vehicle license plate 
recognition problem. The ESRGAN is a state-of-the-art GAN architecture that is well-suited for 
super-resolution tasks, and YOLOv7 is an advanced version of the YOLO architecture that 
achieves high accuracy and detection speed. 
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Figure  46. Example of Warp-ESRGAN-YOLOv7 results.  
Figure 46 depicts the outcomes obtained from WarpTransform-ESRGAN-YOLOv7. The 

experimental findings indicate that this combination can effectively enhance the visual quality of 
the original characters present in the image, as seen in both the first and second rows. In the case 
of the first row, this technique demonstrates significant improvement in the sharpness of each 
character. However, for the second row, although the quality of the entire word is improved, 
YOLOv7 may not be able to accurately identify the province name. 
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Figure  47. Result of Hybrid GAN-YOLO.  
 

The confusion matrix presented in Figure 47 illustrates the performance of the character 
recognition model. The results indicate that the model performs well in recognizing Thai 
alphabets and numbers, but it performs slightly worse in recognizing province names. The 
analysis shows a high accuracy score for approximately 20-25 Thai alphabets, while some of the 
alphabets score lower, and about 10 alphabets are not represented in the training dataset. 

 
However, for province names, the model's accuracy score is lower for approximately 10 

out of 32 province names present in the dataset. This could be due to the longer word length of 
province names as compared to individual alphabets, as well as their smaller size in the training 
dataset. 

 
In summary, the results of our experiments demonstrate the effectiveness of the proposed 

hybrid GAN-YOLO models in addressing the Thai vehicle license plate recognition problem. The 
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WarpTransform-ESRGAN-YOLOv7 model outperformed the other models in terms of accuracy 
and mAP, suggesting that this combination is a promising solution for license plate recognition 
tasks. 

 

5.6 Conclusion 
 In conclusion, we have proposed a hybrid deep learning model to tackle the problem of 
Thai vehicle license plate detection. We have demonstrated the effectiveness of our proposed 
approach by comparing four different combinations of GAN and YOLO models. Our experiments 
were conducted on the Thai Vehicle License Plate Image Dataset (VLID), collected from the 
video surveillance system of Loei Rajabhat University in Loei province, Thailand. 
 

Our experimental results show that the WarpTransform-ESRGAN-YOLOv7 combination 
outperformed the other three combinations in terms of both accuracy and mAP. The model 
achieved an accuracy of 93.20% and mAP of 0.589, demonstrating its robustness in handling 
different license plate types and conditions. 
 

In summary, our proposed hybrid deep learning model shows promising results in the 
task of Thai vehicle license plate detection. Our approach can be applied to other similar object 
detection problems and can be extended to support multi-lingual license plates. We hope that our 
work will inspire further research in this field, leading to even more accurate and robust license 
plate recognition systems. 



 

 

 

CHAPTER VI 

CONCLUSIONS 

 

The purpose of this dissertation was to develop an automatic vehicle detection and 
classification system using advanced deep learning architectures. The study focused on solving 
the problem of vehicle detection and classification using state-of-the-art deep learning methods. 
The dissertation was divided into three parts, each addressing a specific aspect of the problem. In 
Part I, advanced convolutional neural networks were used to classify five types of Thai vehicles. 
Part II, ensemble methods were used to combine multiple CNN models to classify both vehicle 
types and vehicle makes (logos). Finally, Part III, a hybrid GAN-YOLO model was developed to 
recognize Thai character on the vehicle license plates. The results of the study showed that the 
proposed models outperformed existing methods in terms of accuracy, speed, and size. 

 
Part I of the dissertation focused on using advanced convolutional neural networks to 

classify five types of vehicles. The study compared nine different CNN models with data 
augmentation to find the best model for the task. The results showed that MobileNets 
outperformed the other architectures in terms of accuracy, speed, and size. The use of data 
augmentation helped to improve the performance of the models. The findings suggest that 
MobileNets is a suitable method for vehicle type recognition on all computing platforms, 
including mobile devices. 

 
Part II of the dissertation focused on using ensemble methods to combine multiple CNN 

models to classify both vehicle types and logos. The study proposed a new technique for random 
choosing the training data called "A Partial Training Set." The results showed that using a 
combination of five different CNNs with a partial training dataset improved the accuracy of 
vehicle type and logo recognition. The use of ensemble methods helped to increase the 
performance of the model and also help reducing the overall runtime of the process. 
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Finally, part III focused on creating a hybrid GAN-YOLO model for license plate 
recognition. The study used two image preprocessing techniques, two different GAN 
architectures and two different YOLO networks to find the best combination. The results showed 
that the hybrid of WarpTransform-ESRGAN-YOLOv7 outperformed the other combinations in 
terms of accuracy. The use of a GAN for super-resolution helped to improve the quality of low-
resolution testing images before recognition. 

 
In conclusion, this dissertation presented an Automatic Vehicle Detection and 

Classification System using Advanced Deep Learning Architectures to address the challenges of 
vehicle detection and classification. The three main parts of the dissertation focused on vehicle 
type recognition, vehicle make and logo recognition, and license plate recognition, respectively. 
Through the use of advanced deep learning techniques, such as convolutional neural networks 
(CNNs), ensemble methods, and generative adversarial networks (GANs), we were able to 
achieve accurate and efficient results. 

 
The overall contributions of this dissertation are significant. The study provides a 

comprehensive approach to solving the problem of vehicle detection and classification using 
advanced deep learning architectures. The proposed models outperform existing methods in terms 
of accuracy, speed, and size. The use of ensemble methods and partial training datasets helped to 
improve the performance of the models and reduce the overall runtime of the process. The 
findings have implications for real-world applications, including traffic monitoring and 
surveillance systems. 

 
Despite the significant contributions of this study, there are some limitations that should 

be addressed in future research. One limitation is that the proposed models were tested on a 
limited set of datasets. Future studies should consider using more diverse datasets to test the 
models' performance. Additionally, the proposed models may not generalize well to other 
geographic locations. Future studies should consider developing models that can be adapted. 
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